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ABSTRACT OF THESIS 

STUDY OF MACROTURBULENCE AND BURSTING VIA THE -1 SPECTRAL 

POWER LAW REGION OF TURBULENT OPEN CHANNEL FLOWS OVER 

GRAVEL BEDS 

The large scale and smaller production scale motions contain over the half of turbulent 

kinetic energy in the flow. These motions are responsible for sediment transport and 

deposition processes, contaminant mixing and stream bio-diversity. These motions are 

corresponded to the left and right bounds of -1 power region of the spectral energy. The 

most well recognized and highly studied power law has been upon Kolmogorov’s -5/3 

power law region of the streamwise spectral energy density and this research focused on 

investigating the -1 power region bounds and energy. Energy budget and time-average 

turbulence calculations along with spectral analysis are performed to investigate the 

characteristics of large scale and smaller production scale motions in the flow. Spectral 

analyses of turbulent flows offers the utility of investigating the distribution of turbulent 

energy across wavenumber scales as well as identifying prominent wavenumbers at which 

the periodicity of coherent processes are centered. In turn, the results of spectral analyses 

can be coupled with visualization of coherent vortices and time-average turbulence results 

to advance our understanding of turbulent energy distribution and dominant processes that 

drive environmental phenomena such as sediment transport and solute transfer. A new 

method for identifying the wavenumbers associated to the macroturbulence and bursting is 

introduced. Also this study offers a new scaling method of energy spectral that derived 

from the turbulence energy model for an equilibrium boundary layer. Results of this study 

show an equilibrium boundary layer for the outer region of the flow in which the flow is 

uniform and fully-developed. Also for a given roughness, the results of this study provide 

an approach to calculate the streamwise turbulence kinetic energy of bursting and 

macroturbulence which show a linkage of this work to applications such as bedload and 

suspended load sediment transport.  

KEYWORDS: macroturbulence, bursting, -1 power region, equilibrium boundary layer 
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Chapter 1 Introduction 

1.1 Motivation for Research of Turbulence in Rivers: 

             Large scale motions, known as macroturbulence, and smaller production scale 

motions, known as bursting, exist as a double-layer of turbulence generation characterized 

by quasi-periodic coherent motions (Figure1.1). These motions are believed to be 

responsible for bedload and suspended load transport, respectively, in a river system and 

can impact ecosystem processes through solute transfer (Figure 1.2). Macroturbulence and 

bursting correspond to the left and right bounds of the -1 power region of the spectral 

energy. The most recognized and highly studied power law is based upon Kolmogorov’s -

5/3 power law region of the spectral energy; fewer studies have investigated the -1 power 

law region. A better understanding of the existence or non-existence of the -1 power law 

region, as well as of its bounds and energy is expected to allow the prediction of the 

periodicity and turbulent energy of macroturbulence and bursting. Consequently, this study 

advances a more explicit inclusion of the physics of the coherent motions within hydraulics 

and sediment transport models. Some studies have been done to investigate large scale and 

smaller scale production motions, but a new study that allows researchers to predict the 

energy and length scale of these motions is needed. In this regard, the motivation of this 

work is to better understand these motions and predict the periodicity and turbulent energy 

of macroturbulence and bursting in open channel flow over a gravel bed for a range of 

hydraulic conditions. 
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1.2 Background: Investigating the -1 Power Region for Macroturbulence and 

Bursting: 

Spectral analyses of turbulent flows offer the utility of investigating the distribution 

of turbulent energy across wavenumber scales as well as of identifying prominent 

wavenumbers, or eddy scales, at which the periodicity of coherent processes are centered 

(Venditti and Bennet, 2000).  In turn, the results of spectral analyses can be coupled with 

visualization of coherent vortices and time-average turbulence results to advance our 

understanding of turbulent energy distribution and dominant processes driving 

environmental phenomena such as sediment transport and solute transfer (Nikora and Roy., 

2012, book chapter 1).  Spectral investigation of instantaneous velocity data from turbulent 

open channel flow has shown the prevalence of consistent power law regions associated 

with turbulent energy production, transfer, and dissipation (Nezu and Nekagawa, 1993; 

Nikora, 2005).  The most highly studies of power law have been based on Kolmogorov’s - 

5/3 power law region of the streamwise spectral energy density and its association with the 

transfer of turbulent energy to the dissipative scale.  The authors found a previous study 

(Nikora, 2005), with less systematic investigation of experimental conditions, that inquired 

into the -1 power region of the streamwise spectral energy density for open channel flow 

over a gravel bed.  Therefore, our motivation in this paper was to investigate the -1 power 

region by carefully examining its existence, its bounds, and its scaling over a range of 

hydraulic conditions.  Thereafter, authors discuss the prominent turbulent features that the 

-1 power region captures within the context of the turbulent flow structure in the open 

channel flow over a gravel bed. 
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The -1 power region is conceptualized in Figure 1.1.  The spectral plot is shown to 

exhibit a constant -1 slope when the streamwise spectral energy density is plotted in a log-

log scale (Figure 1.1a).  The figure shows the most typical spectral plotting in the literature 

in log-log scale in which the vertical axis is the logarithm of the power spectral density 

while the horizontal axis is the logarithm of the wavenumber.  In this type of plotting, the 

power law regions of the spectra can be easily visualized; e.g., see the -1 and -5/3 regions 

in the plot.  In order to gain more information about the energy or variance level that an 

individual wavenumber exhibits within the flow, the spectra can be plotted in a variance 

preserving form.  The variance preserving form, also called the pre-multiplied spectra, is a 

semi-log spectral plot in which the vertical axis is the multiplication of the power spectral 

density and its corresponding wavenumber while the horizontal axis is the logarithm of the 

wavenumber.  This type of plot is called a variance preserving form since the area under 

the curve between two frequencies corresponds to the spectral signal variance in the 

specified interval.  The plotting preserves the variance mathematically as 

ଶߪ = ׬	 ((ܭ)log)݀(ܭ)ܵܭ = ׬	 ௞మ௞భ௞మ௞భܭ݀(ܭ)ܵ                         (1) 

where K is wavenumber and S(K) is spectral energy.  In this manner, the area under the 

curve within a wavenumber interval for the variance preserving plot is the level of energy 

contained in that interval, and it is useful for energy level comparison across wavenumbers.  

The variance preserving form plot in Figure 1.1b shows visually that the -1 power region 

is a region in which all eddy scales have the same energy associated with them.   

             The constant turbulent energy of eddy scales within the -1 power region is a 

fascinating phenomenon, and a number of historic studies investigated its nature and 
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prediction within turbulent shear flows and for turbulent wall-bounded flows (e.g., Tchen, 

1953; Perry and Abell, 1977).  While approaches to predicting the -1 power region have 

varied from semi-empirical, via dimensional analyses, to theoretical modeling by 

considering idealized eddies (Kader and Yaglom, 1984; Perry and Chong, 1982), a 

consistent conceptual understanding of the -1 power region has centered around its 

association with turbulent energy production within the flow and the fact that the -1 power 

region is not universal to all locations within all turbulent flows (see review Table 1 in 

Katal and Chu, 1998).  In the case of wall-bounded flows (characteristic of open channel 

flow over a gravel bed), a consistent conceptual model of the -1 power region can be further 

extended to reflect a hierarchy of overlapping, if not bound, vortical structures that are 

responsible for production of turbulent energy from the mean flow (Perry and Abell, 1977; 

Perry and Chong, 1982; Kim and Adrian, 1999; Nikora, 1999).  In this manner, the low 

and high wavenumber extent of the -1 power region have been suggested to indicate a 

bimodal interpretation of two prominent and recurring vortical scales within the turbulent 

flow including a very-large scale motion and smaller production scale motions (Kim and 

Adrian, 1999). 

In the case of open channel flow over a gravel bed, turbulent energy production has 

been suggested to be associated with two coherent eddy scales, including the 

macroturbulence associated with coherency that comprises the full flow depth as 

alternating fluid zones of constant momentum and the bursting phenomena associated with 

near-bed shedding (Roy et al., 2004).  The -1 power region of the streamwise spectra 

indicates turbulent energy production across wavenumbers and therefore can be used to 

indicate the periodicity and energy of macroturbulence and bursting within the flow, and 
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the macroturbulence and bursting wavenumbers (ܭ௠and	ܭ௕) bounding the -1 power region 

are conceptualized in Figure 1.1.  Macroturbulence is manifested as a broad peak in the 

streamwise spectra at the low wavenumber boundary of the -1 power region for 

open channel flow over a gravel bed (Fox et al., 2005; Stewart and Fox, 2015), 

which is consistent with the scale of very-large scale motion bounding the -1 power 

region found for pipe flows (Kim and Adrian, 1999).  Bursting is conceptualized in 

Figure 1.1 to be manifested as the smaller scale, upper wavenumber boundary of the -1 

power region, at which shedding occurs.  In this manner, the -1 power region 

indicates the previously identified turbulence production scales and the conceptual 

model of the -1 power region can be investigated under a range of hydraulic conditions.   

The authors found that few studies have investigated the characteristics of the -1 

power region for open channel flow over a gravel bed.  The exception has been the work 

of Nikora and his co-authors, and their work included a number of significant 

advancements to our knowledge of spectra, including a proposed four-range spectral model 

that includes a zero slope power region (Nikora and Goring, 1998), an explanation of the 

-1 power region based on the eddy hierarchy (Nikora, 1999), and proposed scaling for the 

open channel flow case based on inner variables (Nikora, 2005).  That said, Nikora (2005) 

highlights the need for further study of the boundaries between power law regions across 

experimental conditions and a need to further study the linkages between spectral scaling 

and coherent structures.  Two important reasons for the lack of on-going investigation of 

the -1 power region are the extensive data at a single location needed to quantify energy at 

the low wavenumber scales and difficulty with the ambiguity of choosing boundaries 

between spectral scaling regions.   
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1.3 Objective: 

With past innovations and knowledge as well as current limitations in mind, the 

author is investigating the -1 power region by carefully examining its existence, its bounds, 

and its scaling over a range of hydraulic conditions within an open channel flow over a 

gravel bed.  Experiments are designed with the intent to capture a wide range of energy 

gradients and flow depths in a laboratory flume in order that variation of the -1 slope region 

might be captured.  After post-processing and validating the turbulence dataset and its time-

average parameters, emphasis is placed upon the sensitivity and selection of ܭ௠ and ܭ௕,	and a number of sub-classifications of the -1 power region are observed. The existence 

or non-existence of the -1 power region is investigated in relationship to the turbulence 

energy budget and specifically the ratio of turbulent energy production to turbulent energy 

transfer is used to categorize the spectral cases.  Thereafter, scaling of ܭ௠ and ܭ௕	and the 

spectral energy within the -1 power region is carried out following the inner and outer 

scaling proposed in the literature and a new scaling method proposed here.  The latter 

scaling method is argued by the author due to its linkage to the turbulent kinetic energy 

budget for the open channel flow case, as derived from semi-empirical analyses.  Finally, 

the author provides a discussion and inference of the prominent turbulent features that -1 

power region captures within the context of the turbulent flow structure within 

open channel flow over a gravel bed. 



www.manaraa.com

7 
 

1.4 Thesis Layout:   

The thesis is organized as follows.  Chapter 1 provides the motivation for research 

of turbulence in rivers. In this chapter, a background about the research that has been done 

to investigate the -1 power law region is discussed, then the objectives of this study are 

presented.  Chapter 2 provides the methods author used to collect and analyze data for the 

small flume. In this chapter, facility description and experimental designs are described 

first. Then, the methods used for preparing the flume for collecting data with Sontek micro 

ADV and Nortek Vectrino Profiler II are included. Finally the methods for post-processing 

the collected data and performing spectral analysis are described. Chapter 3 presents the 

results of data analysis for the small flume. Data validation, macroturbulence and bursting 

wavenumbers, and the existence and non-existence of -1 region and spectral parameters 

scaling are the results included in this chapter.  Chapter 4 provides the methods used to 

collect data in the big flume and highlights the difference in the methods between the two 

flumes.  Chapter 5 presents the results of data analysis for the big flume. Data validation, 

macroturbulence and bursting wavenumbers, spectral parameters scaling, and comparison 

of the results for the two flumes are included in this chapter.  Chapter 6 provides a 

discussion about the turbulence hypotheses and eddy structures.  Chapter 7 concludes this 

thesis and suggests the future work that can be done on this research topic.  
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CHAPTER 1 TABLES AND FIGURES 

Figure 1.1. Visualization of coherent motions. (a) Macroturbulence structures. (b) 
Bursting structures 
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Figure 1.2. Macroturbulence and bursting structures with related bedload and suspended 
load trasnports 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

macroturbulence 

bursting 



www.manaraa.com

10 
 

Figure 1.3. Conceptual figure of spectral regions. (a) Power spectral density form. (b) 
Variance preserving form 
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Chapter 2 Methods for the Small Flume 

2.1 Experimental Design:   

Experiments were designed with the intent to capture a wide range of hydraulic 

conditions within the laboratory flume to investigate the variation of the -1 slope region. 

Test variables are shown in Table 2.1.  In the small flume, the author designed and carried 

out the 11 tests shown in Table 2.1 to investigate the turbulence production as described in 

the Chapter 1.  The 11 tests included three different slopes and four different flow depths 

for each slope.  We could not collect data for the flow depth of 0.2 m at the slope of 0.006 

due to the limitation of the head-box.  The basis for this design is discussed in the next 

paragraphs. 

The focus was placed upon investigating uniform and fully developed turbulent 

open channel flow over the gravel beds.  The laboratory flume was straight and fixed width 

with a rectangular cross section, and externally we could vary the bed slope (S), gravel 

particle roughness height (ks), and volumetric discharge (Q) while flume width (B), 

gravitational acceleration (g), the fluid density (ρ), and viscosity (μ) were fixed (i.e., water 

at room temperature).  For the present set of tests, the roughness height was kept fixed, and 

therefore the primary variables that could be adjusted externally were the bed slope and 

discharge.  Therefore, in investigating the behavior of the -1 power region, we considered 

the following functional relationship in our design as 

݇ெ, ݇஻, [݇ܵ]ିଵ = ݂݊ሼݑ௢, ,ݕ ,ܪ ݇௦, ݃, ,ܤ  ሽ ,        (2)ߥ

where uo is the velocity scale, y is the distance from the bed (m), H is the flow depth (m), 

and ν (௠మ௦ ) is the kinematic viscosity. We assume consistency with Clauser’s definition of
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an equilibrium boundary layer, and therefore the friction velocity was chosen as the 

velocity scale that is assumed to be a constant (Clauser, 1952, 1954; Townsend, 1976).  As 

mentioned, the roughness height was fixed for the study and the relative submergence was 

always greater than five such that a pronounced outer flow region existed for the study and 

the flow profile was not dominated by the roughness elements alone (Belcher and Fox, 

2010).  Gravitational influence upon the flow was incorporated into the study by varying 

the bed slope and hence the velocity and depth scales, although the flow was constrained 

to subcritical flow conditions.  The width influence was kept relatively constant in that the 

aspect ratio (B/H) was less than or equal to six.  Therefore, weak secondary motion existed 

in all of the tests although the secondary motion did not vary considerably in magnitude 

across tests, which was verified with velocimetry.  Based on the conditions of the testing, 

the functional dependence of spectral variables to the independent variables was updated 

as 

 ݇ெ, ݇஻, [݇ܵ]ିଵ = ݂݊ሼݑ∗, ,ݕ ,ܪ  ሽ .                                     (3)ߥ

The independent variables in Equation (3) provided the basis for scaling of the 

presumed dependent spectra response variables. Specifically the inner variables (y,ν) and 

the outer variable (H) were coupled with the velocity scale to scale the spectra.  Scaling of 

the -1 power region variables tested previous inner and outer scaling proposed in the 

literature (Perry and Chong, 1986; Kim and Adrian, 1999; Nikora, 2005) as well as outer 

scaling proposed here for the open channel case.  In the literature, friction velocity is used 

to scale the energy of structures while y is used to scale the length of structures. This scaling 

method will be described later in section 2.6. We assume the energy of eddies in the 

streamwise direction is related to the velocity fluctuations or turbulent intensities. Based 
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on this we proposed a new scaling method which will be described in section 2.6. In order 

to vary the independent variables in Equation (3) and investigate our new scaling method, 

the 11 tests in Table 1 were carried out. 

2.2 Experimental Setup:   

Two different recirculating flumes with different roughness were used to simulate 

the conditions in rough open channel flows in the real world. The first flume (small flume 

with small roughness) is described in this chapter.   

The small recirculating flume was 12 m long and 0.61 m width. The flume bed had 

immobile gravel roughness elements to provide hydraulic rough flow. The flume was made 

from fiberglass-resin panels and Plexiglas was used for its side walls. Photogrammetric 

microscopy technique is used to measure the particle size distribution. Flume had gravel 

roughness elements with ଼ܦସ = 0.0056	݉, standard deviation 0.0014	݉ and ܦହ଴ =0.0044	݉	where ଼ܦସ is the size that 84% of particles has a smaller size and ܦହ଴ is the 

median size. In order to deliver water to the flume, we used a 40 HP pump with delivery 

pipes of size 8 inches. A headbox was used to dissipate turbulence from the inflowing pipe. 

Just downstream of the headbox, a honeycomb device with 12.7 cm long by 6.4 mm 

diameter was used to assist with providing rectilinear flow. Discharge was controlled by 

the gate-valve placed on the supply line which connected the pump to the head-box. Data 

collection were placed at approximately 7.5 m downstream of the inlet to provide the fully 

developed conditions. Also the testing section was away from the outfall to eliminate the 

possible effect of outfall on the fully developed and quasi-uniform conditions. The channel 
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discharged to the reservoir at approximately 5 m downstream of the pump that supplied the 

water from the reservoir into the channel. The outfall was controlled by bigger particle 

elements to provide the uniform conditions at the testing section. Flume slope was 

determined by placing the survey rod with an accuracy of 3.1 mm on the flat part of the 

side-wall which was believed to be straight. Elevation measurements were taken at the 

entrance of the flume, immediately after the honeycomb, and at the end of the flume, just 

before flow discharge to the outfall. To check the accuracy of bed slope, elevation 

measurements were taken at the middle of the flume as well. Flume slope was adjusted to 

the new slope by elevating the flume entrance and four supports along the flume.  

Prior to testing, it was necessary to ensure that the pump was operating correctly 

and that the flow had stabilized within the flume.  The procedure for operating the apparatus 

included the following steps.  Both the gate-valve and outlet-valve should be closed.  Then, 

air from the pipe connecting the source of water to the pump should be vacuumed. Use the 

vacuum line and wait until water comes out of the suction line valve. Once water comes 

out of the suction line valve, close the valve. After closing the valve, the flume is ready for 

running and turn the motor pump to the ON position and wait about 10 seconds. Then, 

open the gate-valve and wait until the flow stabilizes before taking any measurements. 

Stability is reached when variation in the average velocity values becomes minimum. 

Authors waited 1 hour for the flow to be stabilized. It is necessary to measure the depth of 

water in the reservoir during data collection. Depth of water in the reservoir should not 

change during data collection to keep the hydraulic parameters and flow conditions 

constant. Also flow depth in the flume should be measured at different sections close to 

testing section during data collection to guarantee the uniform flow. 
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2.3 Velocity Data Collection and Post-Processing: 

Initially, instantaneous velocity data was collected with two instruments including 

a Sontek ADV and a Nortek Vectrino Profiler II ADV.  Both instruments were used to 

provide reliable and repeatable data.  The instrument comparison process was both arduous 

and important to maintain quality assurance of the turbulence data.  Approximately four 

months of research were needed to gain confidence with the instruments.  Thereafter, the 

Nortek Vectrino Profiler II with a maximum sampling frequency of 100 Hz was chosen for 

data collection.  The Nortek was chosen due to its higher sampling frequency and ability 

to collect an entire instantaneous profile.   

The Nortek Vectrino Profiler acoustic Doppler velocimeter, or just ADV from now 

on, measures the velocity of water for a range of 4 cm to 7.4 cm away from the probe 

transmitter. After some investigation of data quality and discussion with the manufacturer, 

we preferred to use the ‘sweet spot’, a point located 5 cm away from the probe transmitter, 

for data to be post-analyzed because the Multi-instrument Turbulence Toolbox (MITT), an 

open source code which we used for post-processing the data, does not provide a filtering 

option based on COR (correlation) and SNR (signal to noise ratio). The ‘sweet spot’ point 

has the highest COR and SNR and is more reliable. SNR values are above 15, a threshold 

at which instantaneous velocities are measured and turbulence quantities are calculated, 

and COR values are above 70, another threshold to guarantee the quality of data. Moreover, 

turbulent parameters calculated for a profile acquired by the ADV, 4-7.4 cm away from the 

probe, exhibit a shift in their trend at the sweet spot. In other words, for example, turbulent 

kinetic energy decreases from 7.4 to 5 cm and then it increases from 5 to 4 cm away from 
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the probe. Signals transmitted by the ADV converge best at the sweet spot which cause it 

to be the most reliable point in the whole 3.5 cm profile.   

Author used a clamp attached to a rod to hold the instrument. Author secured the 

clamp to the 3 cm diameter rigid section of the probe near the ADV receivers. The author 

strongly recommends not securing the clamp to the flexible portion of the probe stem to 

prevent damage to the ADV. Author used a guide rod and extended it to the bed to prevent 

vibration of instrument to avoid noisy and unreliable data. Author secured the end of the 

guide rod into a predrilled hole in the bed. At the lowest location for collecting data, the 

guide rod could be extended 6 cm into the bed. Therefore, the instrumentation apparatus 

could be moved upward in the vertical distance of 6 cm. Depending on the flow depth at 

which author collected data, sometimes author had to stop running the flume and changes 

the position of the probe before collecting the data for another 6 cm.  

Author collected all the velocity profile with the down-looking orientation except 

the upper 6 cm of the profile, which collected with the side-looking orientation. For the 

down-looking orientation, author used a level to orient the probe stem to the vertical. Then, 

author measured two points on the receiver from the wall. These two points should have 

equal distance from the wall to be sure that the stream-wise receiver is in the direction of 

the flow. For the side-looking orientation, author used a square to orient the probe stem so 

that it was vertical to the direction of the flow. Thereafter, the stream-wise receiver would 

be in the direction of the flow. Author also again measured the distance of two different 

points on the probe stem and changed the probe position until these two points had equal 

distance from the bed. Author ran the flume and measured the height of the screw on the 

gate-valve and depth of water in the reservoir to guarantee that the hydraulic parameters 
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would not change during the data collection.  As previously mentioned, author waited 1 

hour to ensure that the flow stabilized prior to testing.  

Author used the control module to adjust both the probe and the guide rod by hand 

to a new vertical position. An interesting characteristic of the Nortek Vectrino Profiler II 

ADV is that it measures the distance of the probe from the bed for the down-looking 

orientation. Author used this characteristic to check the distance of the probe from the bed. 

Author collected all the possible points with the down-looking orientation, then changed 

the orientation to side-looking to collect the upper 6 cm of the profile.  

In order to collect data with the ADV, author first installed the Vectrino Profiler 

V1.32 software onto a PC and then installed Java (JVM) due to the fact that the ADV 

software requires this language to operate.  To ensure that data quality was high, a 

transducer test was first performed prior to any testing, and the velocity amplitude and 

standard deviation were investigated.  In addition, a probe check was always performed to 

produce long average amplitude vs. range profiles for each of the four beams before data 

collection begins; the author ensured that the four profiles from the four beams were 

roughly the same, with similar peaks and shapes at the same range.’ (SW User Guide).  The 

sampling rate was set to 50 Hz.  Author collected data at each point for 30 minutes, at a 

total of 90,000 three dimensional velocity data per point.  After collecting the data at a 

single point, the ADV probe was moved approximately 1 cm in the vertical to a new point, 

and data was collected.  Approximately 13 points per profile were collected.  As part of 

this research, 48.6 million velocity data were collected, analyzed. 

In order to post-process the ADV data to ensure its quality and remove erroneous 

spikes due to acoustic reflections, the MITT (MacVicar etal. 2014), was used.  MITT is an 
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open source code in MATLAB written by MacVicar. MITT codes can be found at the 

following link: (http://www.mathworks.com/matlabcentral/fileexchange/47805-mitt).  

Author exported the saved ADV data from the Vectrino Profiler software prior to importing 

it to MITT.  Due to the large amount of data, the author recommends exporting data into 

the MATLAB format.  Before we used the MITT to post-process our data, we created a 

CVS control file using the format described in MacVicar (2014) paper.   

The main goal in using MITT codes was to clean our data and remove noise and 

spikes from them. After author chose the options to organize the data, he used the ‘Clean 

raw time series’ options to despike the data. Different filtering and despiking methods are 

provided in MITT, including the standard deviation method (MacVicar etal. 2014); the one 

side skewness method (Macvicar etal.2014); the phase space method (Goring and Nikora 

2002); and the velocity correlation method (Cea etal. 2007).  The author did not find 

substantial differences between the despiking methods; therefore, the phase space method 

was used because it not only works well for despiking the data but also is independent of 

any coefficients used in ‘Standard deviation’ and ‘One side skewness’ methods (Goring 

and Nikora 2002). The phase space method is based on plotting the velocity components 

against their derivatives and removing spikes, which are the points lying outside of an 

ellipsoid (Goring and Nikora 2002).  The ‘freeze good data’ option within MITT was used 

with the phase-space threshold method for despiking because it keeps the good data, which 

is the data adjacent to the spikes. If the ‘freeze good data’ option is not activated, then data 

that is adjacent to the spikes would be determined as spikes, and therefore MITT will 

remove them.  Author used the option provided in MITT to replace the detected spikes. 

This option replaced spikes with the linear interpolation for the points before and after the 
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spikes.  Filtering was also investigated for the datasets, and the low pass third order 

Butterworth was tested.  This method is based on removing the Doppler or white noises 

above the Nyquist frequency (one half of the sampling rate) (Macvicar etal. 2014).  The 

author did not use the filtering option because it did not change data that much, and 

consequently author preferred to manipulate data as little as possible.  After the analysis, 

the MITT output a file (.mat format) contained the clean data for further investigation of 

turbulence parameters and spectra. 

 

2.4 Analyses of Time-Average Parameters: Velocities, Reynolds Stresses and Energy 

Terms: 

Author calculated the average turbulence parameters to understand more about the 

hydraulic parameters and turbulent processes that occurred in different flow conditions.  

The average turbulence parameters are those derived from Reynolds-averaging (i.e., time-

averaging), the conservation of momentum, and mechanical energy equations.  Author 

developed a MATLAB code to analyze and calculate the average turbulent parameters of 

the clean data acquired by MITT.  

In order to calculate the average turbulent parameters correctly, it is very important 

to consider the coordinate system of the instruments. The Nortek Vectrino II Profiler ADV 

follows the right hand coordinate system.  According to the instrument’s manuals, the Z 

direction is the direction from the transmitter toward the probe stem. Also, the stream-wise 

receiver should always be in the flow direction, and author can use the right hand rule to 

find out the positive direction of the other axis. Author put the stream-wise receiver in the 
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negative direction of the flow and used the following equations to convert the instrument’s 

coordinate systems into our flow field coordinate system. In the coordinate system of the 

fluid, u is the stream-wise direction of instantaneous velocity where the positive direction  

is in the direction of the streamwise mean, v is the vertical direction of instantaneous 

velocity where positive is in the upward vertical, and w is the span-wise direction of 

instantaneous velocity where the positive value follows the right hand convention. For the 

down-looking orientation, author converted the instrument’s coordinate systems ( ௫ܸ, ௬ܸ, ௭ܸ) 

to the coordinate system of the fluid (u, v, w) using the following conversions: ݑ = −	 ௫ܸ , 

w = − ௭ܸ  , v = ௬ܸ. For the side-looking orientation, author used the following conversions: 

u = − ௫ܸ, v = ௬ܸ , w = − ௭ܸ. Author implemented these changes in the developed MATLAB 

code for analyzing the ADV data.  

After converting the data to the flow’s coordinate system, author calculated average 

turbulent parameters for the sweet spot from each reading.  Mean velocities arise from the 

perturbation equation as:   

ݑ = ܷ + ݒ													,ᇱݑ = ܸ + ݓ																	,ᇱݒ = ܹ                                                                (4)		ᇱݓ+

ܷ =	 ଵ௡ ∑ ௜௡௜ୀଵݑ ,										ܸ = 	 ଵ௡ ∑ ௜௡௜ୀଵݒ ,													ܹ = 	 ଵ௡ ∑ ௜௡௜ୀଵݓ                                             (5)  

The first parameter is ܷ, which is the average stream-wise velocity. The second parameter 

is	ܸ, which is the average vertical velocity. The third parameter is ܹ, which is the average 

span-wise velocity. The fourth parameter is the velocity magnitude which we calculated 

using the following equation.  

௠ܸ௔௚ = 	√ܷଶ +	ܸଶ +		ܹଶ                                                                                                           (6) 
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 Author also calculated the time-average stress parameters, or normal and shear 

Reynolds stresses, that arise from derivation of the Reynolds Average Navier Stokes 

(RANS) equation.  The RANS equation is give as: 

డ௨ഥ೔డ௧ ത௝ݑ	+ డ௨ഥ೔డ௫ೕ = 	݃௜ − ଵఘ డ௣̅డ௫೔ − డ௨ᇲഢ௨ᇲണതതതതതതതതതడ௫ೕ + డడ௫ೕ ߥ) డ௨ഥ೔డ௫ೕ)                                                                          (7) 

Streamwise Reynolds normal stress is related to the stream-wise velocity fluctuations, and 

author used the following equation for this parameter: 

(ݑ)ܵܯܴ = [ଵ௡ ∑ ௜௡௜ୀଵݑ) − ܷ)ଶ]଴.ହ                                                                                                   (8) 

Vertical Reynolds normal stress is related to the vertical velocity fluctuations, and author 

used the following equation to calculate this parameter: 

(ݒ)ܵܯܴ = [ଵ௡ ∑ ௜௡௜ୀଵݒ) − ܸ)ଶ]଴.ହ                                                                                                    (9) 

Lateral Reynolds normal stress is related to the span-wise velocity fluctuations, and author 

used the following equation to calculate this parameter: 

(ݓ)ܵܯܴ = [ଵ௡∑ ௜௡௜ୀଵݓ) −ܹ]଴.ହ                                                                                                    (10) 

The next three parameters are the shear stress parameters. Author used the following 

equation to calculate the first Reynolds shear stress:   

ݏݏ݁ݎݐܵ	ݏ݈݀݋݊ݕܴ݁	ݕݎܽ݉݅ݎܲ = 	 ଵ௡ ∑ ௜ݑ) − ௜ݒ)(ܷ − ܸ)	௡௜ୀଵ                                                 (11) 

Author calculated the secondary Reynolds shear stresses using the following equations: 

ݏݏ݁ݎݐܵ	ݏ݈݀݋݊ݕܴ݁	ݕݎܽ݀݊݋ܿ݁ܵ = 	 ଵ௡ ∑ ௜ݑ) − ௜ݓ)(ܷ −ܹ)	௡௜ୀଵ                                            (12)                       
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ݏݏ݁ݎݐܵ	ݏ݈݀݋݊ݕܴ݁	ݕݎܽ݀݊݋ܿ݁ܵ = 	 ଵ௡ ∑ ௜ݒ) − ௜ݓ)(ܸ −ܹ)	௡௜ୀଵ                                            (13) 

 The vorticity equation provides further interpretation of the turbulent flow, and 

therefore the anisotropy arising within the vorticity equation was calculated.  The vorticity 

equation for steady and uniform open channel flow is given as: 

തଶݑ డఠഥభడ௫మ തଷݑ	+ డఠഥభడ௫య = 	 డమడ௫మడ௫య ቀݑᇱଷଶതതതതതത − ᇱଶଶതതതതതതቁݑ + ቀ డమడ௫యమ − డమడ௫మమቁ (ᇱଶതതതതതതതതݑᇱଷݑ−) + డడ௫ೕ ߥ) డఠభതതതതడ௫ೕ )      (14)            

Within the vorticity equation, anisotropy is given as: 

ݕ݌݋ݎݐ݋ݏ݅݊ܣ = 	 ଵ௡ ∑ ௜ݒ) − ܸ)ଶ − ଵ௡∑ ௜ݓ) −ܹ)ଶ௡௜ୀଵ௡௜ୀଵ                                                      (15) 

The vorticity equation is used to describe the secondary flows in open channels. It is 

believed that the difference between the first and second right hand side (RSH) terms in 

the equation above caused the secondary flows to generate. The first RHS term is 

anisotropy which is related to vorticity generation and the second RHS term is related to 

vorticity dissipation. 

 Terms of the Reynolds averaged mean and turbulent kinetic energy (MKE and 

TKE) equations were also investigated due to the fact that it is believed in the literature 

that energy-based consideration is a suitable way to analyze the coherent structures in the 

turbulent flow. The first equation is the MKE equation, and the second one is the TKE 

equation given as:  

డడ௧ ቀ௨ഢതതതమଶ ቁ + ఫഥݑ డడ௫ೕ ቀ௨ഢതതതమଶ ቁ = 	݃௜ݑത௜ −	 డడ௫ೕ ൤	ଵఘ ̅݌ത௜ݑ ᇱఫതതതതതതതݑᇱపݑపഥݑ	+ − ߥ	 డడ௫ೕ ቀ௨ഢതതതమଶ ቁ൨ ᇱఫതതതതതതതݑᇱపݑ	+ డ௨ഢതതതడ௫ೕ  ଶ                                                                                                                              (16)(డ௨ഥ೔డ௫ೕ)ߥ	−
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డడ௧ ቀ௨ᇱഢ௨ᇱഢതതതതതതതതଶ ቁ + ఫഥݑ డడ௫ೕ ቀ௨ᇱഢ௨ᇱഢതതതതതതതതଶ ቁ = ᇱఫതതതതതതതݑᇱపݑ−	 డ௨ഥ೔డ௫ೕ −	 డడ௫ೕ ൤	ଵఘ ᇱ௨ᇲണതതതതതത݌ +	௨ᇲഢ௨ᇲഢ௨ᇲണതതതതതതതതതതതതതଶ −
ᇱపݑߥ	 ൬డ௨ᇲഢడ௫ണ + డ௨ᇲണడ௫ഢ ൰തതതതതതതതതതതതതതതതതതതത൨ − ఔଶ∑ ൬డ௨ᇲഢడ௫ണ + డ௨ᇲണడ௫ഢ ൰തതതതതതതതതതതതതതതത௜,௝ ଶ

                                                                        (17)                        

The equations above consider all three directions of the flow, but author focused on the 

stream-wise direction. The form of the equations used in this study is shown below. The 

first equation is the MKE equation. 

 ܸ డడ௬ ቀ௨ഥమଶ ቁ + 	ܹ డడ௭ ቀ௨ഥమଶ ቁ = 	ܷ݃ܵ തതതതത′ݒ′ݑ	+ డ௨ഥడ௬ + തതതതതത′ݓ′ݑ డ௨ഥడ௭ − డడ௬ [ᇱതതതതതതݒᇱݑതݑ] − డడ௭               (18)            	[ᇱതതതതതതݓᇱݑതݑ]

 

The terms on the left hand side (LHS) of the equation are related to the convection of mean 

kinetic energy by the secondary flows. The first term on the RHS of the equation is related 

to the energy input by gravity. The sum of the next two terms, ݒ′ݑ′തതതതത డ௨ഥడ௬ + തതതതതത′ݓ′ݑ డ௨ഥడ௭, are the 

negative terms of energy production that take energy from the mean flow. The last two 

terms on the right hand side, 
డడ௬   and [ᇱതതതതതതݒᇱݑതݑ]

డడ௭  are related to the turbulent energy ,[ᇱതതതതതതݓᇱݑതݑ]

transport by the mean flow.  

The form of the TKE energy equation used in this study is shown below.  

 ܸ డడ௬ ቀ௨ᇱమതതതതതଶ ቁ + 	ܹ డడ௭ ቀ௨ᇱమതതതതതଶ ቁ = ᇱതതതതതതݒᇱݑ	−	 డ௨ഥడ௬ − തതതതതത′ݓ′ݑ డ௨ഥడ௭ − డడ௬ [௨ᇱమ௩ᇱതതതതതതതതଶ ] − డడ௭ [௨ᇱమ௪ᇱതതതതതതതതଶ ]	                             (19)                       

 

The terms on the LHS of the equation are related to the convection of TKE by the mean 

flow. The first two terms on the RHS of the equation, ݑᇱݒᇱതതതതതത డ௨ഥడ௬ and ݓ′ݑ′തതതതതത డ௨ഥడ௭, are related to 
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the production terms that add turbulent energy to the flow. The last two terms on the RHS 

of the equation, 
డడ௬ [௨ᇱమ௩ᇱതതതതതതതതଶ ] and 

డడ௭ [௨ᇱమ௪ᇱതതതതതതതതଶ ]	 are related to the turbulent energy transport.  

Author first calculated the different terms above, then fitted a line to calculate the 

derivatives with regard to y or z direction. For the terms	௎మଶ  and ܷ, author fitted a 

logarithmic line because he noticed that they follow the log law, as he compared them to 

the laws to check their quality. For the term 
௨ᇱమതതതതതଶ  author fitted an exponential line and then 

calculated the derivative. For the other terms, author fitted a polynomial and then calculated 

the derivatives. For those terms with the derivative in regard to the z direction, author used 

the data he collected with the side-looking orientation. As it is mentioned before, the 

Nortek vectrino Profiler II measures the velocity of water for a range from 4 to 7.4 cm 

away from the probe. Author used the range 4.5-5.5 cm of this profile in the side-looking 

orientation to calculate the derivatives with regard to the z direction.  Sometimes when 

author plotted the average turbulent parameters for the whole velocity profile that he 

collected by down-looking and side-looking orientation, he noticed a shift, for some 

parameters, between the down-looking and side-looking data. This shift could be due to 

the fact that when he turned the probe to the side-looking orientation, the probe stem could 

act like an obstacle in the flow and changed the flow conditions. Author observed the shift 

between the down-looking and side-looking data, mostly, in the steeper bed slope, that he 

had higher Reynolds numbers and more turbulent flow. Author believed that down-looking 

data was the corrected ones because less disturbance was in the flow (Picek 2008). Author 

applied a correction factor, a multiplier, to the side-looking data to remove the shift 

between down-looking and side-looking data. He applied the correction factors just to the 



www.manaraa.com

25 
 

average velocities and turbulent intensities, if needed, and calculated other parameters, like 

TKE and anisotropy, based on the modified average velocities and turbulent intensities.  

 

2.5 Spectral Analyses:  

Author performed the spectral analysis to get a better understanding of different 

sized coherent structures in the flow and to investigate the ‘-1’ power law region. The 

following equation is the continuous Fourier transform which converts the time domain 

into the frequency domain, ܨ௞ = ଵ௅ ׬ ௅଴ݔଶగ௜௞ಽೣ݀ି݁(ݔ)݂                                                                                                 (20)  

where ܨ௞ is the frequency domain and ݂(ݔ) is the time domain. 

Author used the discrete Fourier transform (DFT), which is defined by the 

following equation, to transform the time domain into the frequency domain and perform 

the spectral analysis,   ܺ௞ = 	∑ ௡݁ି௜ଶగ௞೙ಿேିଵ௡ୀ଴ݔ 	, ݇ = 0,… . , ܰ − 1                                                                             (21) 

where  ݔ௡ is the time series that converted to the frequency domain, ܺ௞. For this study, ݔ௡ 

is the velocities data.  

The transformation of the time domain into the frequency domain by performing 

spectral analysis is used to better understand the coherent structures in the flow. Four 

different regions are recognized in open channel flows with non-moving beds. The first 

region is related to the range of the largest eddies and has a 0 slope in power spectral density 

plots. The second region is related to the range of intermediate eddies, where energy 

production and cascade energy transfer co-exist, and follows the -1 slope in power spectral 
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density plots (see Figure 1.1). This region has a constant energy all over its range, from the 

small eddies to the large eddies. The right hand side boundary of this region is related to 

the bursting phenomena occurring in the flow, and the left hand side boundary of this region 

is related to the large eddies, with the high level of energy, known as macroturbulence. The 

third region, known as the inertial subrange, is related to the range of relatively small eddies 

where only energy transfer occurs and follows the slope of -5/3 in power spectral density 

plots. The last region, known as viscous subrange, is related to the range of the smallest 

eddies, where energy dissipates.  

In order to better understand the structures in the flow, frequency values should be 

converted into the wave-number values. The authors used ‘Taylor’s Frozen Hypothesis’ to 

convert the frequencies into the wavenumbers. ‘Taylor’s Frozen Hypothesis’ is an 

assumption that the velocity of eddies is much smaller than the mean flow velocity, and 

they convect downstream by the mean flow velocity. It is believed that the wavenumbers 

calculated from this hypothesis deviate from the true wavenumbers as the eddies get larger, 

and underestimats the true wavenumbers (Kim and Adrian 1999). This deviation would not 

affect the energy of coherent structures in the flow but it would change the size of 

structures. It affects the size of macroturbulence more than the size of bursting structures. 

In other words, the relative size of large eddies to the small eddies gets bigger than the true 

value when ‘Taylor Frozen Hypothesis’ is used. At this moment, this hypothesis is the only 

way to convert frequencies to length scales, and future work is needed to calculate the true 

wavelengths for larger eddies. The author used the following equation to convert 

frequencies into the wavenumbers, ܭ =	 ଶగ௙௎                                                                                                                                    (22) 
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where ܭ is the wave number, U is the average velocity, and f is the frequency.   

There are different algorithms to calculate the DFT. Author developed a MATLAB 

code based on pwelch function to do the spectral analysis. Pwelch is a function in 

MATLAB that estimates the power spectral density (PSD) of a given signal using the 

Welch’s method. Welch’s method is the modified version of the periodogram method 

developed by P.D. Welch (Welch, 1967). In this method, the signal is segmented into 

different groups with the same length. It is possible for sections to overlap. Then a weighted 

factor (window) is multiplied to each data point in each segments. The Fourier transforms 

of each segment are calculated, and K modified periodograms, if we have k segments, are 

obtained. The spectral estimate is the average of these periodograms. The window function 

basically performs analyses upon the raw data to reduce the FFT leakage. Leakage is the 

information gained from spectra at the wrong frequencies. The form of Pwelch function 

we used is as follows:  

[pxx,f] = pwelch(x,window,noverlap,nfft,fs]                                                                    (23) 

By default, pwelch divides the original signal into eight groups with 50% overlap. It uses 

the Hamming window by default. If an empty vector [] is used for nfft, then pwelch adopts 

the default value, which is the greater value between 256 and the next power of two greater 

than the length of each segment. The length of pxx and f depends on nfft. If nfft is even, 

then the length of pxx would be equal to nfft/2+1. Otherwise, the length of pxx would be 

equal to (nfft+1)/2. The length of ‘f’ is equal to the length of pxx. The units of ‘f’ is Hz, and 

the unit of power spectral density (PSD) is power per Hz, ݉ଶ/ݏ for our study. fs is the 

sampling frequency and if an empty vector [] is used, fs would be equal to 1 Hz by default.   

We recommend to use following values for pwelch parameters described above.   



www.manaraa.com

28 
 

Window Size: we decided to use 3000 for the window size because not only this length of 

window cover the necessary information but also make the spectral representation clearer 

and smoother.  The window separates the time series into the sections in which the length 

of each section is equal to the length of window. For this study, we collected 90000 data 

for each point and by choosing 3000 for the window size, we separated our data into 30 

sections. Spectral analysis was performed on each section and the average of these 

calculations are reported as the final result of the spectral analysis for that point.   

Window Type: We also recommend to use the Hanning window because it has less leakage 

to the next frequencies compare with other windows like Hamming and rectangular. The 

Hanning window follows the following distribution:  

Hanning window = 0.5 − 0.5cos	(ଶ௣௡ே )                                                                                (24) 

Although Hanning window has a small leakage to the next bins but its main lobe is twice 

as wide as the main lobe of rectangular window.  In our case, we focus on studying the 

different regions of spectral corresponding to different frequencies. Based on this, it is 

much more important for us to have less leakage in other frequencies associated with their 

adjacent frequencies rather than a good representation of a specific frequency.  

Nooverlap: We recommend to not using any overlaps since it would smooth our signals 

more than what is needed.   

nfft: We recommend to use the default value for this parameter which is as stated above the 

greater value between 256 and the next power of two greater than the length of each 

segments. 
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fs: This parameter should be your sampling frequency which in our case is 50 Hz. 

We could either plot the spectral values in the power spectral density form or 

variance preserving form.  If we plot the outputs of pwelch function (pxx,f) in a log-log 

scale, we would get the power spectral density form. If we multiply the outputs of pwelch 

function, the spectra and frequency values, and then plot the new values vs frequency 

values in a semi-logarithmic plot, we would get the variance preserving form. The vertical 

axis in the variance preserving form shows the energy of structures in the flow while the 

vertical axis in the power spectral density form shows the energy density of structures in 

the flow.  In order to gain more information from the spectra plots about the different 

structures in the flow, we preferred to use the wave number values instead of frequency 

values for both the traditional and variance preserving forms. The wave numbers can be 

calculated by the equation 20. 

We smoothed our spectral data with a function, ‘fastsmooth’, written in MATLAB. 

This function applies the low pass filtering to smooth the data. The form of this function is 

shown below: 

yy = fastsmooth(pxx,width,type)                                                                                     (25) 

 

where pxx is the spectral results acquired from pwelch function, width is the smooth 

width and type determines the smoothing type. Three smoothing types are provided in 

‘fastsmooth’ function which are described below: 

• Type 1: This type gives a rectangular moving average. For example for 3-point 

smoothing, w = 3, it gives the following value for the point j 
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																	 ௝ܵ = 	 ௒ೕషభା	௒ೕା	௒ೕశభଷ                                                                                            (26) 

• Type 2: This type gives a triangular moving average. It is like rectangular 

smoothing which applied two times into the signal. In other words, if we apply 

type 1 smoothing into the signals and then again apply type 1 smoothing into the 

smooth signal, the results would be equal to the results of type 2 smoothing or 

triangular smoothing. For example for 3-point smoothing, it gives the following 

value for point j: 

 

௝ܵ = 	 ௒ೕషమାଶ௒ೕషభା	ଷ௒ೕା	ଶ௒ೕశభା	௒ೕశమଽ                                                                      (27) 

 

• Type 3: This type gives a pseudo-Gaussian smoothing data which is equivalent to 

the rectangular smoothing that applied three times into the signal. For example, 

for 3-point smoothing, it gives the following value for point j: 

 

																		 ௝ܵ = 	 ௒ೕషయା	ଷ௒ೕషమା	଺௒ೕషభା	଻௒ೕା	଺௒ೕశభା	ଷ௒ೕశమା	௒ೕశయଶ଻                                              (28) 

 

We used type 3 in ‘fastsmoothing’ function with w=10 to smooth the spectral results.  

We performed smoothing sensitivity to investigate the effect of the smoothing by 

this function on the spectral values. We will show the results in the section 3.    
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2.6 Spectral scaling:  

In this study, we used different spectral scaling methods from the literature and we 

developed a new scaling method based on the equilibrium boundary layer assumption. We 

used Nikora spectra scaling method stemmed from the work of Perry (Nikora 2005, Nikora 

and Goring 2000, Perry and Chong 1982, Perry and Abell). In this method, they used 

friction velocity as a scaling parameters for spectral energy density and also, they scaled 

the length scale of small eddies with y, distance from the bed. Their justification to scale 

the length of eddies with inner variable y, was based on the fact that at a distance y from 

the bed, detected small eddies have a length equal to the distance from the bed. They 

believe it is not possible to detect eddies by the probe if they have a smaller length scales 

from the distance from the bed and if they have a bigger length scale, then they are not the 

smallest eddies. This scaling has the following form (Perry and Chong 1982): 

ܵ(݇ଵݕ)/ݑ∗ଶ 	= 	݂(݇ଵݕ)                                                                                                   (29) 

which can be rewritten in the following form (Nikora 2005, Nikora and Goring 2000): 

ܷܵ(݂) =  ଶ                                                                                                                (30)∗ݑݕܥ

where ݇ଵ is the wavenumber (݇ଵ =   .is a constant ܥ is the friction velocity and ∗ݑ ,is the distance from the bed, f is the frequency ݕ ,(ܷ/݂

We used this scaling method to scale our spectral plots in both outer and inner regions.  

Another scaling method which was used in this study, was the scaling method Kim and 

Adrian used in their paper (Kim and Adrian 1998). In this method, they scaled the energy 

of structures with the friction velocity. They scaled the length of eddies with y for inner 
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region and H for outer region. This scaling method is the same as Perry or Nikora’s scaling 

method and is shown below: 

(ܭ)ܵܭ =  ଶ                                                                                                                 (31)∗ݑܥ

In this study, we carried out 11 tests to investigate if the energy of structures in the flow is 

related to other parameters besides the friction velocity. We considered the equilibrium 

boundary layer theory for outer region to scale the energy of structures with new 

parameters. We assumed the energy of eddies in the streamwise direction is related to the 

velocity fluctuations or turbulent intensities and developed the following scaling method: 

(ܭ)ܵܭ = −)	exp)ܥ ௬ு)ݑ∗)ଶ                                                                                               (32) 

This scaling method stemmed from the work of Nezu and Nakagavaw. Nezu and 

Nakagavaw (1993) developed an equation, by assuming the equilibrium boundary layer 

theory, for turbulent intensity. They applied the k-߳ turbulence model to open-channel 

flows by neglecting the viscous diffusion term to derive the following equation: 

ܩ = 	߳ +	 ௗௗ௬ (௏೟ఙೖ ௗ௞ௗ௬)                                                                                                           (33) 

where ௧ܸ is the eddy viscosity. The second term in RHS of equation above are related to 

the turbulent diffusion. ߪ௞ is equal to 1 in the standard k-߳ turbulence model. 

They assume equilibrium boundary layer where energy production is equal to energy 

dissipation to conclude the term in the parentheses in equation (33) is constant. 

Consequently, they conclude the following equation by approximate eddy viscosity by (௎∗మ఑  :(ℎ∗ݑ)(
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ቀଵ఑ቁ ቀௗ఑ௗకቁ = 	ݐݏ݊݋ܿ ≡  ௞                                                                                              (34)ܥ2−	

where ܥ௞ is a constant and ߦ =  ℎ. We can rearrange the equation above to the following/ݕ

form: 

ቀௗ఑఑ ቁ =  (35)                                                                                                               ߦ௞݀ܥ2−	

If we integrate the equation above and applying the boundary conditions, the following 

equation can be yielded: 

఑௨∗మ =  (36)                                                                                                       ( ߦ௞ܥ2−)	exp	ܦ

The equation above can be used to yield the following equation which is the base for the 

proposed scaling method in this study. 

 
௨ᇱ௎∗ =  (37)                                                                                                        (ߦ௞ܥ−)	exp	௨ܦ
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CHAPTER 2 TABLES AND FIGURES 

Table 2.1. Experimental tests conditions for small flume. 

 Run ܵ ݇௦	(݉) ܳ	(݉ଷݏ ܤ (ଷ݉݃݇)	ߩ ( (݉) ݃ (݉ଶݏ ∗ݑ ( ( ݏ݉ ܪ ( (݉) ௦݇/ܪ ܪ/ܤ (݉)	ݕ ܴ݁(× 10ସ) (10ିଷ×) ߤ ݎܨ ାܭ
1 0.0002 0.0112 0.021 998.23 0.61 9.81 0.0122 0.1 0.001-

0.08 
6.10 8.93 2.6 67.78 0.35 1.002 

2 0.0002 0.0112 0.046 998.23 0.61 9.81 0.0135 0.133 0.001-
0.11 

4.59 11.87 5.3 75.20 0.50 1.002 

3 0.0002 0.0112 0.068 998.23 0.61 9.81 0.0146 0.167 0.001-
0.147 

3.65 14.91 7.2 81.17 0.52 1.002 

4 0.0002 0.0112 0.085 998.23 0.61 9.81 0.0154 0.2 0.001-
0.13 

3.05 17.86 8.4 85.92 0.50 1.002 

5 0.0017 0.0112 0.038 998.23 0.61 9.81 0.0354 0.1 0.001-
0.08 

6.1 8.93 4.7 197.49 0.64 1.002 

6 0.0017 0.0112 0.062 998.23 0.61 9.81 0.0393 0.133 0.001-
0.11 

4.59 11.87 7.0 219.25 0.67 1.002 

7 0.0017 0.0112 0.092 998.23 0.61 9.81 0.0424 0.167 0.001-
0.147 

3.65 14.91 9.7 236.55 0.70 1.002 

8 0.0017 0.0112 0.12 998.23 0.61 9.81 0.0449 0.2 0.001-
0.18 

3.05 17.86 12.2 250.38 0.72 1.002 

9 0.006 0.0112 0.057 998.23 0.61 9.81 0.0666 0.1 0.001-
0.08 

6.1 8.93 7.1 371.45 0.95 1.002 

10 0.006 0.0112 0.085 998.23 0.61 9.81 0.0738 0.133 0.001-
0.11 

4.59 11.87 9.7 411.89 0.92 1.002 

11 0.006 0.0112 0.120 998.23 0.61 9.81 0.0843 0.167 0.001-
0.147 

3.65 14.91 12.7 470.30 0.92 1.002 

 

34 
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Figure 2.1. Experimental setup for the small flume 
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Chapter 3 Results for the Small Flume: 

3.1 Validating Turbulence Data, Time-Average Parameters and Secondary Currents: 

It is recognized that the uniform, turbulent open channel flow over gravel 

conditions for which we are investigating have a number of well-defined mean 

characteristics including, a near logarithmic distribution of the streamwise velocity in the 

vertical, or a slight modification thereof, a near-linear distribution of the primary Reynolds 

shear stress for the outer region, weak exponential decay of the Reynolds normal stresses 

with depth, and weak secondary motion indicated by weak but non-zero mean vertical and 

mean transverse velocities and the presence of anisotropy away from the wall (Nezu and 

Nakagavaw 1993).  Therefore, the time-average parameters were investigated with respect 

to previous literature results to validate the quality of the turbulence data.   

In order to check the quality of our data, the first step was to estimate the friction 

velocity.  We used three different methods to calculate the friction velocity (Nezu and 

Nakagavaw 1993, Pons 2007). In the first method, we used the following equation to 

calculate the friction velocity where the friction velocity is estimated via the momentum 

equation for one dimensional, steady flow (Jain equation in sediment transport technology 

book).  

∗ݑ = 	ඥܴ݃ܵ                                                                                                                            (38)	
where R is the hydraulic radius, S is the slope and g is the gravitational acceleration. This 

method is the easiest way to calculate the friction velocity.  The second way to calculate 

the friction velocity is to fitting a line to the log-layer of the velocity profile and estimate 

the friction velocity. In order to do this, we first found the logarithmic layer of the velocity 
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profile. If we plot ݑା = ାݕ vs ∗ݑ/ݑ = 	 ௬௨∗ఔ  in a semi logarithmic scale, the log-layer would 

be linear.  After we found the log-layer, we used our data and the following equation to fit 

a line and estimate the friction velocity. 

௎௨∗ = 	 ଵ఑ ln ቀ ௬௞ೞቁ + 8.5                                                                                                        (39) 

where ߢ is the von Karman constant and is equal to 0.41. ݇௦ is the equivalent roughness 

height and is equal to 2଼ܦସ.  The third method to calculate the friction velocity is to use 

the primary Reynolds stress. In this method we used our primary Reynolds stress data 

 .and the following equation to fit a line and calculate the friction velocity (ᇱതതതതതതݒᇱݑ−)

ᇱതതതതതതݒᇱݑ− = ଶ(1∗ݑ	 − ௬௛)                                                                                                      (40) 

The results of friction velocity estimated from these three method are shown in Table 3.1 

and Figure 3.1. As it is shown friction velocity has different values when calculated from 

different methods and our results are in agreement with other studies where different values 

for friction velocities are reported (Pons 2007, Kendall 2006).  The first method is the 

easiest way to calculate the friction velocity but it does not count for the spatial variation 

in resistance near the bed and when the channel slope is so small it underestimates the 

friction velocity significantly .The second method was introduced by Clauser (1956) to 

account for the spatial variation in resistance near the bed. Using this method depend on 

assuming a constant for ߢ, von Karman constant, which different values are reported for 

this constant in literature for different conditions. For example for the clean water, ߢ is 

equal to 0.41, the value we used in this study, but for the heavily sediment water, it is equal 

to 0.2 (Cui 2011; Zanoun 2003) . This problem causes the friction velocity estimated by 

the Clauser method to not be reliable and mostly it overestimate the true value for the 
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friction velocity (Kendall and Koochesfahani, 2006).  The authors preferred to use the third 

method to estimate the friction velocity, as recommended by Nezu and Nakagavaw (1993), 

because it does not suffer from the other two method’s problems and also ‘Primary 

Reynolds stress’ is a turbulence quantity (Nezu and Nakagavaw 1993). The only 

requirement for this method is the ability to measure two dimensional flow velocities, 

which was accomplished with our ADV.  

 We scaled time-average turbulent parameters with inner and outer variables to not 

only validate the quality of our data with the laws developed for the same condition but 

also understand better the behavior of the flow described by these parameters.  In the first 

step, we scaled the stream-wise velocity with inner and outer variables as shown in Figure 

3.3. Scaling the stream-wise velocity with the friction velocity, which is an inner variable, 

would cause the non-scaling stream-wise velocity to collapse on each other as shown in 

Figures (3.3 a) and (3.3 b). This result was expected due to the fact that all our velocity 

profiles follow nicely the law developed for the hydraulically rough flows. This law is 

shown below: 

௎௨∗ = 	 ଵ఑ ln ቀ ௬௞ೞቁ + ܾ +	ଶ௽఑  ଶ(గ௬ଶு)                                                                                   (41)݊݅ݏ

where ݑ∗ is the friction velocity that can be calculated in three ways as described above. 

For this comparison we used the friction velocity and we calculated using the log-layer of 

the velocity profile. ߢ is the von Karman constant and is equal to 0.41. ݇௦ is the equivalent 

roughness height and is equal to 2଼ܦସ. For flume the flume with the small roughness height, 

this was equal to 1.14 cm. b is equal to 8.5 for hydraulically rough conditions.  ߎ is the 

wake parameter. The last term in the equation above is added to consider the wake. We 

noticed that most of our data do not have a wake and in those profiles that we noticed a 
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weak wake, the wake parameter, ߎ, was equal to 0.23 approximately. This fact that we had 

no wake or small wake would lead to use the following equation instead of equation (32) 

for the small flume. 

௎௨∗ = 	 ଵ఑ ln ቀ ௬௞ೞቁ + ܾ      .                                                                                                                 (42) 

Since ߢ, ݇௦ and b were constant for the small flume, scaling the stream-wise velocity with 

friction velocity would remove the variations in non-scaling velocity profiles.  

We also used outer and mixed variables to scale the stream-wise velocity as shown 

in Figures (3.3 c) and (3.3 d). Our purpose to perform these scaling was to check if the 

outer region, far away from the bed, is dependent on outer variables or the mixed variables. 

Based on the equilibrium turbulent boundary layer which was suggested by George and 

Castillo (1997) and investigated more by Belcher and Fox (2010), the velocity profile can 

scale by outer variables as follows: (ܷ௠௔௫ − ܷ)/ܷ௠௔௫                                                                                                                        (43) 

Based on this theory, in the equilibrium condition all velocity profiles and turbulent length 

scales maintain the same x dependence. The results for this scaling is shown in Figure (3.3 

c).  Also, we scaled velocity profiles with mixed variables with the following equation to 

check if the inner variables affect the outer region. (ܷ௠௔௫ −  (44)                                                                                                                        ∗ݑ/(ܷ

The results for the mixed variables are shown in Figure (3.3 d).  

In the next step, we scaled the primary Reynolds stress and streamwise Reynolds 

normal stress with inner and outer variables. First we scaled primary Reynolds stress with 

friction velocity estimated by the third method, the one that estimates friction velocity by 

using primary Reynolds stress data. The results for this scaling is shown in Figure (3.4 a). 
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Then we compare the scaled primary Reynolds stress with the law developed for these 

conditions as follows: −ݑᇱݒᇱതതതതതത = ଶ(1∗ݑ	 − ௬௛)                                                                                                       (45) 

This equation is for uniform open channel flow and derived from the combination of 

Navier-Stokes equations. (Nezu and Nakagawa, 1993). As shown in Figure (3.4 a), primary 

Reynolds stress attained its maximum value at approximately y/H = 0.2 for all cases. 

Next, we scaled the streamwise Reynolds normal stress with inner and outer 

variables as shown in Figures (3.4 a-f). First we scaled the streamwise Reynolds normal 

stress with different friction velocities estimated by different methods and compared the 

results to law developed for turbulent intensities as follows: 

ோெௌ(௨ᇲ)௨∗ = (ି௬ு	௨expܦ	 )                                                                                                    (46) 

where ܦ௨ is an empirical coefficient. In each scaling we used a fitting line to find	the 

coefficient. ܦ௨ varies between 2 to 4.6, depending on the friction velocity we used. 

Streamwise Reynolds normal stress is a turbulence quantity and the best friction velocity 

that could be used to scale the RMSu was the one estimated by the third method. Our results 

which are shown in Figure 3.4 support this idea.  We also scaled RMSu with U and ܷ௠௔௫ 

and the results are shown in figure (3.4 e, 3.4 f). 

ோெௌ(௨ᇲ)௎ഥ = (ି௬ு	௨expܦ	 )                                                                                                     (47) 

ோெௌ(௨ᇲ)௎೘ೌೣ = (ି௬ு	௨expܦ	 )                                                                                                                  (48) 

 The empirical coefficients for these scaling were 1.93 and 0.14 respectively. As shown in 

figure (3.4 c and f), RMSu scaled better with inner variables (ݑ∗) than outer variables 

(ܷ௠௔௫).  
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We plotted the secondary velocities without scaling in Figure 3.5. These velocities 

are related to the secondary currents in the flow. We used the vertical average velocity to 

calculate some of the energy terms in equations 16,17,18.  Finally we scaled four other 

turbulent parameters with friction velocity calculated by fitting a line to the primary 

Reynolds stress data. These results are shown in Figure 3.6. For the secondary Reynolds 

stresses, RMSv and RMSw, we compared the scaled results to the law suggested by Nezu 

and Nakagavaw as follows: 

ோெௌ(௩ᇲ)௨∗ = (ି௬ு	௩expܦ	 )                                                                                                     (49) 

ோெௌ(௪ᇲ)௨∗ = (ି௬ு	௪expܦ	 )                                                                                                    (50) 

We used the scaled secondary Reynolds stress and fit a line to find the empirical 

coefficients, ܦ௩ and ܦ௪. These coefficients were found to be 1.22 and 1.75 respectively. 

Using friction velocity as a scaling parameters reduced the variation in distribution of 

secondary Reynolds stresses and the data to collapse on each other except for test 11. As 

shown in figure 3.6c and 3.6d, TKE and anisotropy were scaled nicely with friction 

velocity.  

 

3.2 Selecting Wavenumbers for Macroturbulence and Bursting: 

After post-processing and validating the turbulence dataset and its time-average 

parameters, emphasis was placed upon the sensitivity and selection of ܭ௠ and ܭ௕ and a 

classifications of the -1 power region were observed.  The original power spectra plots 

were used for visualization of the -1 region.  Also, authors used a smoothing function, 

‘fastsmooth’ function, to smooth the original power spectra plots for visualization of the 
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region.  An example of the original and smoothed spectra plots in both the power spectral 

density and variance preserving form are shown in Figure 3.7 for identifying ܭ௠ and Figure 

3.8 for identifying	ܭ௕.   

After extensive investigation, the authors found that it was best to use the four 

plotting methods together as shown in Figure 3.7 to identify	ܭ௠, and similarly for 

identifying	ܭ௕.  As it is clear from the non-smoothed plots (Figures 3.7a and 3.7b), there 

are so many spikes in the second region in the variance preserving form. The authors 

removed these spikes by using the ‘fastsmooth’ function with type 3 and w=10. Also, we 

can notice that  ܵ௠ in the non-smoothed plots in the variance preserving form has 

approximately the same values as the average of the second region energy values. This is 

why authors believe ܵ௠ in the smoothed plot is a very good representation of the true ܵ௠ 

because energy values in the smoothed plots are obtained after applying the moving 

average filtering to the energy values in the non-smoothed plots.  The authors also believe ܵ௕ in the smoothed plots is the representation of the true ܵ௕. Sometimes, ܭ௠ in the 

smoothed plots is a very good representation of true ܭ௠ in the non-smoothed plots.  But 

often, the lower value for ܭ௠  existed for the smoothed plots.  This is important to note 

because as shown in Figure 3.7b, the ܭ௠  value will fall away from the -1 power region if 

smoothing is used.  Therefore, the researcher has the potential to mis-label the location of ܭ௠. 

Also, smoothing can cause ܭ௕ to have smaller value than the true ܭ௕ as shown in 

Figure 3.8. As it is mentioned above, smoothing is performed by using moving average 

filtering. This filtering replace the energy value for a point by its adjacent points energy 

values. This causes the true ܭ௕ to have smaller energy value in the smoothed plots because 
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the energy values just before the true ܭ௕ in the non-smoothed plots are almost constant 

while the energy values after the true ܭ௕ in the non-smoothed plots are decreased. 

Therefore, the researcher has the potential to mis-label the location of ܭ௕ if not considering 

the non-smoothed plots besides the smoothed ones in ܭ௕ identification.  

We applied the above method, and we consider all four plots, power spectral density 

and variance preserving form in smoothed and non-smoothed plots, to better estimate ܭ௠, ܭ௕, ܵ௠ and ܵ௕. The method was performed for all data.  In this study, we selected	ܭ௠ and ܭ௕ from the smoothed plots by considering the non-smoothed plots. We selected ܵ௠ and ܵ௕ from the non-smoothed plots by considering the selected ܭ௠ and ܭ௕.  

There have been a lot of works done to determine the number of required data 

should be collected that can interpret reliable facts about the coherent motions in the flow. 

In this study, author performed sensitivity analysis to investigate adequate number of data 

should be collected to get reliable value for the wavenumbers and energies of 

macroturbulence and bursting motions. Author collected 90000 data for each point with a 

sampling frequency of 50 Hz to study and analyze large scale and smaller scale motions. 

He identified the wavenumbers and energies of macroturbulence and bursting structures 

by the method explained above. Then, he applied the same method for smaller number of 

data to determine the minimum number of data that give the same values for the 

wavenumber and energy of macroturbulence and bursting structures. As it is shown in table 

3.2 or figure 3.9 authors found that about 7 minutes (20000 data in this study) of data 

collection for smaller scale motions and about 17 minutes (50000 data in this study) of data 

collection for large scale motions are needed to get a reliable value with the maximum 5 

percent error.  
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3.3 Existence and Non-Existence of the Spectral Production Region: 

Existence or non-existence of the -1 power region was investigated.  About 15% of 

the points collected did not contain a -1 power region (see Figure 3.10).  These were for 

the weakest apparent production and transport, as inferred by the high flow depth and lower 

energy gradients. For example, we noticed the non-existence of -1 power region for some 

points in 5 tests out of 11 tests shown in table 2.1. These points were located in the outer 

region of those 5 tests where the energy gradients are low. For example, there were no -1 

power region for y = 14 cm and 14.7 cm in test 7 or y = 8, 9.1, 9.5, 12, 14 and 14.7 cm in 

test 3. The reason for the non-existence of -1 power region in these cases may be explained 

by the lower energy gradients and relatively stronger secondary motions that transfer the 

energy.  

 

3.4 Scaling of the Wavenumbers and Energy for Macroturbulence, Bursting and the 

-1 Power Region Plots: 

               We scaled the wavenumber or length scale of macroturbulence and bursting with 

outer, H, and inner, y, variables. These scaling are shown in figure 3.11. As it is shown in 

figure 3.11, ݇௕ scaled nicely with inner variables while it is better to use outer variables to 

scale ݇௠. In general, for the regions close to the bed, it is better to use inner variables to 

scale both the macroturbulence and bursting length scale while in the regions close to the 

surface, these lengths scale better with outer variables.  

            Figure 3.12. shows the energy spectral of macroturbulence and bursting structures 

with inner and outer variables. Figure 3.12a shows the non-scaling of the energy spectral 
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for all 11 tests. In figure 3.12b, Kim and Adrian method (1999) is applied to scale the 

energy spectra of macroturbulence and bursting. This method uses the friction velocity as 

an inner variable to scale the energy of structures. This method is like the Nikora’s method 

used by Nikora in his paper (Nikora 2005). Nikora method is in power spectral density 

form. Kim and Adrian method is in variance preserving form and this method is used here 

to be consistent with other scaling method in this study. In figure 3.12c, we used ܴݑܵܯଶ 

as a scaling parameter. We used this scaling method because we believed the energy of the 

structures in the streamwise direction are related to the velocity fluctuations in this 

direction. In figure 3.12d, we used equation 37 to relate the RMSu to the flow parameters 

and modify the scaling method in figure 3.12d.  

In order to better visualize the scaling effect on the wavenumber and energy of 

macroturbulence and bursting structures, we showed the variance preserving spectral plots 

for different scaling parameters for all 11 tests in figures 3.13 and 3.14. In figure 3.13, we 

used inner variable, y, to scale the wavenumber of spectral plots for y/H≤0.1 because we 

believed, from figure 3.11, the structure length scales or the wavenumbers of 

macroturbulence and bursting scale best with y in the regions close to the bed. We scaled 

the energy of the spectral plots with the parameters described above except we did not use 

RMSu as a scaling parameter and instead we used equation 37 to scale the energy values. 

As it is shown in figure 3.13, both Kim and Adrian method and our method work best for 

scaling the energy of structures in the inner region (figure 3.13b and c). 

In figure 3.14, we used the same scaling parameters to scale the energy of structures 

for y/H>0.1. In this figure, we used the outer variable, H, to scale the wavenumber of 
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macroturbulence or bursting structures. As it is shown in this figure, our new method 

(figure 3.14c) works best for scaling the energy of structures in y/H>0.1.   
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CHAPTER 3 TABLES AND FIGURES 

Table 3.1. Results of the friction velocity estimated from the different methods. 

Test S  H (݉) ݑ∗ = ඥܴ݃ܵ (௠௦ using log-law (௠௦ ∗ݑ ( using Reynolds Stress (௠௦ ∗ݑ ( ) 
1 0.0002 0.1 0.01215 0.0322 0.0223 

2 0.0002 0.133 0.01348 0.052 0.0387 

3 0.0002 0.167 0.01455 0.0529 0.0424 

4 0.0002 0.2 0.0154 0.0564 0.0469 

5 0.0017 0.1 0.0354 0.063 0.048 

6 0.0017 0.133 0.0393 0.0693 0.0557 

7 0.0017 0.167 0.0424 0.0555 0.06 

8 0.0017 0.2 0.04488 0.1092 0.0735 

9 0.006 0.1 0.06658 0.1158 0.0841 

10 0.006 0.133 0.07383 0.1027 0.0812 

11 0.006 0.167 0.0843 0.1092 0.0922 

47 
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Table 3.2. Sensitivity of macroturbulence and bursting wavenumber and energy to the 
number of data collected. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Number of data ܭ௠ ܭ௕ ܭ௠ܵ௠ ܭ௕ܵ௕ 
90000 3.745 21 0.009076 0.008998 
1000 30.32 69.86 0.007364 0.006215 
2000 n/a n/a n/a n/a 
3000 n/a n/a n/a n/a 
4000 14.27 22.05 0.007925 0.007768 
5000 14.14 23.14 0.007431 0.007386 
6000 14.21 24.54 0.007315 0.007349 
7000 14.2 24.53 0.00722 0.007248 
8000 7.101 17.43 0.008244 0.00808 
9000 7.772 16.19 0.008416 0.008272 
10000 9.702 16.82 0.008764 0.008298 
20000 6.162 20.43 0.008671 0.008175 
30000 6.166 20.45 0.008511 0.008145 
40000 4.385 20.3 0.008539 0.008268 
50000 3.9 21.45 0.008451 0.00833 
60000 3.911 21.02 0.008467 0.008308 
70000 3.746 21.09 0.009072 0.008555 
80000 3.745 20.84 0.009099 0.008799 



www.manaraa.com

49 
 

Figure 3.1. Comparison of the friction velocity from the three methods. (a) Comparison 
of second and third method. (b) Comparison of first and second method. (c) Comparison 
of first and third method 
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Figure 3.2. Example of parameter fitting to estimate the friction velocity for test 7.  (a) 
shows the linear region identified for fitting the friction velocity via the logarithmic law.  
(b) shows an example of log law fitting.  (c) shows fitting of the friction velocity using 
the primary Reynolds stress. 
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Figure 3.3. Streamwise velocity distributions for the datasets including: (a) no scaling (b) 
inner scaling and the law of the wall, (c) outer scaling with the freestream velocity and 
(d) outer scaling with the friction velocity.   
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Figure 3.4. (a) Primary Reynolds shear stress and (b-f) streamwise Reynolds normal stress 
scaled with (b) the friction velocity estimated from the logarithmic law method, (c) the 
friction velocity estimated from the Reynolds shear stress data, (d) the friction equal to ඥܴ݃ܵ, (e) average streamwise velocity, (f) maximum streamwise velocity   
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Figure 3.5. Secondary velocities. (a) vertical velocity, (b) lateral velocity 
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Figure 3.6. (a, b) Secondary Reynolds normal stresses (v,w) scaled with the friction 
velocity estimated via the primary Reynolds stress method and the exponential law 
plotted for the secondary terms; (c) turbulent kinetic energy normalized with friction 
velocity squared, and (d) anisotropy normalized with friction velocity squared. 
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Figure 3.7. Method for identification of ݇௠ 
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Figure 3.8. Method for identification of ݇௕ 

 

  

  

 

  

1.00E-05

1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

1.00E+01

1.00E+02

0.1 1 10 100 1000

px
x

Axis

1.00E-05

1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

1.00E+01

0.1 1 10 100 1000

ps
s

Axis

0.00E+00
5.00E-04
1.00E-03
1.50E-03
2.00E-03
2.50E-03
3.00E-03
3.50E-03
4.00E-03
4.50E-03
5.00E-03

0.1 1 10 100 1000

M
1

Axis

0.00E+00

1.00E-03

2.00E-03

3.00E-03

4.00E-03

5.00E-03

0.1 1 10 100 1000

M

Axis

 ௕ܭ ௕ܭ

a c 

b 
d 



www.manaraa.com

57 
 

Figure 3.9. Sensitivity analysis about the number of data required to get reliable 
information about macroturbulenc and bursting structures. (a) analysis for 
macroturbulence, (b) analysis for bursting 
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Figure 3.10. Example of spectral results showing no -1 power region. 
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Figure 3.11. Scaling ܭ௠ and ܭ௕ with inner and outer variables. (a) Scaling ܭ௠ with H, 
(b) Scaling ܭ௠ with y, (c) Scaling ܭ௕ with H and (d) Scaling ܭ௕ with y 
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Figure 3.12. Scaling energy spectral with inner and outer variables. (a) non-scaling, (b) 
Scaling with Nikora method, (c) Scaling with Kim and Adrian method (d) Scaling with ܴݑܵܯଶ and (e) Scaling with our method 
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Figure 3.13. Scaling spectral energy and wave-numbers with inner and outer variables for 
y/H≤ 0.1. (a) non-scaling, (b) Scaling with Nikora method, (c) Scaling with Kim and 
Adrian method (d) Scaling with our method 
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Figure 3.14. Scaling spectral energy and wave-numbers with inner and outer variables for 
y/H> 0.1. (a) non-scaling, (b) Scaling with Kim and Adrian method (c) Scaling with our 
method 
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Chapter 4 Methods for Large Flume: 

4.1 Experimental Design:   

Experiments were designed in the big flume with large roughness with the intent to 

capture the variation of -1 slope region in a more hydraulically rough open channel flow. 

Our goal to collect the data in the big flume was to compare the variation of -1 slope and 

hydraulic parameters which are shown in the table 4.1 to better understand the possible 

reasons that could lead to different conditions in rivers. In the big flume, the authors 

designed and carried out four tests shown in Table 4.1 to investigate the turbulence 

production differences in a flume with different roughness from the small flume. The four 

tests include one slope and three different flow depths. Two tests are carried out at the same 

flow condition, the same slope and the same flow depth, but in the different location along 

the flume (test 1 and 4). Test 4 was placed 3 cm downstream of test 1. Authors could not 

collect data for the flow depth of 0.2 m due to the limitation of the pump. 

All four tests were designed to have the uniform and fully-developed flow like the 

tests in the small flume. As the same in the small flume, we could vary bed slope (S), gravel 

particle roughness height (ks), and volumetric discharge externally while the fluid density 

(ρ) and viscosity (μ), flume width (B) and gravitational acceleration were fixed. The 

roughness height was kept constant in all four tests but it has a different value from the 

tests in the small flume. Like the small flume, the relative submergence was always greater 

than five and the aspect ratio was less or equal to six that lead to the same functional 

dependence of spectral variable to the dependent variables as 
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݇ெ, ݇஻, [݇ܵ]ିଵ = ݂݊ሼݑ∗, ,ݕ ,ܪ . ሽߥ (51) 

As it is stated initially in this section, our main goal to collect these four tests in 

the big flume was to compare the results of two flumes. We designed the same conditions 

in the big flume compare to the small flume but with different slope and gravel particle 

roughness height to include the effect of gravel particle roughness height in the variation 

of the -1 power region variables. The functional dependence of spectral variables to the 

independent variables when the results of the two flumes were compared was updated as 

݇ெ, ݇஻, [݇ܵ]ିଵ = ݂݊ሼݑ∗, ሽݏ݇ (52) 

4.2 Experimental Setup:   

As it is mentioned in section 2.2, we used two different flumes with different 

roughness to simulate conditions in rough open channel flows.  The small flume was 

described in section 2.2 and the big flume is described in this section.  The big recirculating 

flume was 16 m long and 0.61 m width. The flume bed had mobile gravel roughness 

elements but in the designed tests that carried out no particle movements were seen. Particle 

size distribution of bed materials were determined by averaging all measured three 

diameters of particles.  The big flume had gravel roughness elements with	଼ܦସ =0.0487	݉, geometric standard deviation 0.0126	݉ and ܦହ଴ = 0.039	݉. We used a 7.5 HP 

pump to deliver water from the tank to the flume through 6 inches Pipes. Like the small 

flume, discharge was controlled by the gate-valve that placed on the supply line which 

connected the pump to the head-box. Channel discharged to a tank with capacity of about 

10	݉ଷ. Water elevation in the tank was measured during the tests to guarantee the same 
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flow conditions during data collection. In order to provide the fully developed conditions, 

data collection were placed at approximately 10 m downstream of the inlet. Also testing 

section was away from the outfall to eliminate the effect of outfall on the fully developed 

and quasi-uniform conditions. Prior to bed slope measurement and data collection, bed 

materials were padded to remove any significant ridge or troughs in the bed roughness 

elements. Then the flume slope was determined by placing the survey rod on a flat plate 

over the bed elements. Measurements were taken at every 0.4 m and a linear fitting line is 

used to calculate the flume slope from the measured points. Flume slope were adjusted to 

the desired slope by adding or removing material. At each section that the materials were 

added or removed, padding was required to provide the uniform condition all over that 

section. After adjusting the flume slope, roughness height was determined by averaging 

100 measurements of particle distance to the top surface of particles. 

 

4.3 Velocity Data Collection and Post-Processing: 

We used the same methodology as described in section 2.3 to collect and post-

process the data in the big flume. 

 

4.4 Analyses of Time-Average Parameters: Velocities, Reynolds Stresses and Energy 

Terms: 

We used the same methodology as described in section 2.4 to analyze the time-

average parameters in the big flume.   
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4.5 Spectral Analyses:  

We used the same methodology as described in section 2.5 to perform the spectral 

analysis. 
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CHAPTER 4 TABLES AND FIGURES 

Table 4.1. Experimental tests conditions for the big flume 

 

 

 

 

 

 

 

Run ܵ ݇௦	(݉) ܳ	(݉ଷݏ ߩ ( (݇݃݉ଷ) ܤ (݉) ݃ (݉ଶݏ ∗ݑ ( ( ݏ݉ ܪ ( (݉) ×)ܴ݁ ௦݇/ܪ ܪ/ܤ (݉)	ݕ 10ସ)  (10ିଷ×) ߤ ݎܨ ାܭ
1 0.0003 0.0161 0.021 998.23 0.61 9.81 0.0122 0.1 0.001-

0.08 
6.10 8.93 2.6 67.78 0.35 1.002 

2 0.0003 0.0161 0.046 998.23 0.61 9.81 0.0135 0.133 0.001-
0.11 

4.59 11.87 5.3 75.20 0.50 1.002 

3 0.0003 0.0161 0.068 998.23 0.61 9.81 0.0146 0.167 0.001-
0.147 

3.65 14.91 7.2 81.17 0.52 1.002 

4 0.0003 0.0161 0.085 998.23 0.61 9.81 0.0154 0.2 0.001-
0.13 

3.05 17.86 8.4 85.92 0.50 1.002 67 
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Figure 4.1. Experimental setup for the big flume 
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Chapter 5 Results for Large Flume: 

5.1 Validating Turbulence Data, Time-Average Parameters and Secondary Currents:  

We performed the same procedure as the small flume (section 3.1) to the big flume 

to validate the data collected for this flume.  

We used the same methods as described for the small flume to calculate the friction velocity 

for the big flume. Friction velocity values and plots are shown in Table 5.1 and figure 5.1. 

Unlike the small flume, friction velocity estimated by using the log layer of velocity profile 

are smaller than the friction velocity estimated by the Reynolds number for the big flume. 

One possible reason for this difference between two flumes could due to ߢ, von Karman 

constant. We used the same ߢ value for both flumes but it could be possible for the big 

flume to have a smaller value for	ߢ. Again we preferred to use the friction velocity 

estimated by the primary Reynolds stress data for our analysis and scaling because not only 

the primary Reynolds number is a turbulence quantity but also this method of estimation 

is not depend on any constants.  

            In the next step after calculating the friction velocity for the big flume, we scaled 

the time-average turbulence parameters to the laws developed for the same condition as 

ours. First we scaled the streamwise velocity with inner and outer and mixed variables to 

investigate the dominant parameters that affect the velocity profile as shown in figure 5.3. 

As it is shown in figure 5.3b, velocity profiles can scaled nicely with friction velocity and ܷ௠௔௫ which is an outer variable is dependent on friction velocity. The close dependency 

of  ܷ௠௔௫ on friction velocity cause the scaling with ܷ௠௔௫ reduces the variance in 

distribution of velocity data as well as the scaling with friction velocity.  
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          Then we scaled the primary Reynolds stress and streamwise Reynolds normal stress 

with inner and outer variables as shown in figure 5.4. In figure 5.4a, we compared the 

scaled primary Reynolds stress with the law as shown in equation 36. As it is shown in 

figure 5.4a, primary Reynolds stress attained its maximum value at approximately y/H = 

0.2.  

           Figure 5.4b-f shows the streamwise Reynolds normal stress with inner and outer 

variables. First, like the small flume, we scaled the streamwise Reynolds normal stress with 

three friction velocity estimated by different ways and compared the results to the law 

shown in equation 37. As shown in figure 5.4 and compare this figure to figure 3.4, the 

empirical coefficient which is found by fitting line is approximately equal for the 

streamwise Reynolds normal stress scaled by the friction velocity estimated by the primary 

Reynolds stress data. This finding support the method using primary Reynolds stress data 

as the best way to estimate the friction velocity. Like the average streamwise velocity, 

scaling the streamwise Reynolds normal stress with ܷ௠௔௫ reduces the variation in 

distribution of normal stress as well as scaling with the friction velocity. We used equation 

38 and 39 to scale the streamwise Reynolds normal stress with outer variables as shown in 

figure 5.4e and 5.4f. The empirical coefficient for these scaling were 3.72 and 0.24 

respectively.  

            Figure 5.5 shows the secondary velocities for the big flume without scaling. This 

figure is shown on the purpose of investigating the secondary currents exist in the flow.  

            Scaled secondary Reynolds normal stresses, TKE and anisotropy are shown in 

figure 5.6. These plots show the strong dependency of average turbulent parameters on the 

inner variable, friction velocity estimated by the primary Reynolds stress here. 
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5.2 Selecting Wavenumbers for Macroturbulence and Bursting: 

           We used the same method as described in section 3.2 to find the wavenumbers got 

macroturbulence and busting structures. 

5.3 Scaling of the Wavenumbers and Energy for Macroturbulence, Bursting and the 

-1 Power Region Plots: 

              We used the same inner and outer variables used in the small flume to scale the 

wavenumbers of macroturbulence and bursting in the big flume. The results of these 

scaling are shown in figure 5.7. Like the small flume, wavelengths of macroturbulence and 

busting are better scaled with y for the inner regions and for outer regions it is better to use 

H as the scaling parameter. One difference between the results of these two flumes was 

related to the depth of inner region that can be scaled with y. For the small flume, it was 

better to scale the wavelengths with y for y/H≤ 0.1 and scale with H for y/H>0.1 while for 

the big flume it was better to scale the wavelengths with y for y/H≤0.4 and scale with H 

for y/H>0.4. This difference is related to the different roughness height that affect the 

shedding processes and eddy formation. Also, when the macroturbulence and bursting get 

their constant lengths for both flumes (y/H> 0.1 for the small flume and y/H>0.4 for the 

big flume), the wavenumbers for both the macroturbulence and bursting are twice big for 

the big flume compare to the small flume. This means the length scales of macroturbulence 

and bursting structures in the small flume are twice larger than in the big flume. Again this 

difference can be related to the different roughness height that cause the generation of 

eddies from the bed with different angles.  
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               Like the small flume, in figure 5.8. we showed spectral energy of macroturbuence 

and bursting structures scaled with different methods. As it is shown in figure 5.8, ܴݑܵܯଶ,  ଶோ௘௬ and our new method are the best parameters to scale the energy of∗ݑ

macroturbulence and bursting structures. Like the small flume, in order to better visualize 

the scaling effect on the wavenumbers and energy of macroturbulence and bursting 

structures, we showed the variance preserving spectral for different scaling parameters for 

all three tests in figure 5.9 and 5.10.  Based on figure 5.7, we chose y/H=0.4 as the threshold 

for scaling the wavenumbers with inner variable, y, or outer variable, H. Figure 5.9 shows 

inner scaling for wavenumbers and three different scaling for spectral energy. Like the 

small flume, both our method and Kim and Adrian method (figure 5.9b and c) are the best 

methods to scale the inner region. For outer region (figure 5.10), our scaling works best 

although it is not good as for the small flume. The reason could be related to the white 

noise in the spectral plots. 
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CHAPTER 5 TABLES AND FIGURES 

Table 5.1. Results of the friction velocity estimated from different methods for the big flume. 

 

 

 

Test S H (݉) ݑ∗ = ඥܴ݃ܵ (௠௦ using log-law (௠௦ ∗ݑ ( using Reynolds Stress (௠௦ ∗ݑ ( ) 
1 0.0003 0.1 0.01488 0.0227 0.0316 

2 0.0003 0.133 0.01651 0.028 0.0387 

3 0.0003 0.167 0.01782 0.039 0.0547 

4 0.0003 0.1 0.01488 0.0235 0.02 
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Figure 5.1. Comparison of the friction velocity from the three methods. (a) Comparison 
of second and third method. (b) Comparison of first and second method. (c) Comparison 
of first and third method 
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Figure 5.2. Example of parameter fitting to estimate the friction velocity.  (a) shows the 
linear region identified for fitting the friction velocity via the logarithmic law.  (b) shows 
an example of log law fitting.  (c) shows fitting of the friction velocity using the primary 
Reynolds stress. 
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Figure 5.3. Streamwise velocity distributions for the datasets including: (a) no scaling (b) 
inner scaling and the law of the wall, (c) outer scaling with the freestream velocity and 
(d) outer scaling with the friction velocity. 
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Figure 5.4. (a) Primary Reynolds shear stress and (b-f) streamwise Reynolds normal stress 
scaled with (b) the friction velocity estimated from the logarithmic law method, (c) the 
friction velocity estimated from the Reynolds shear stress data, (d) the friction equal to ඥܴ݃ܵ, (e) average streamwise velocity, (f) maximum streamwise velocity   
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Figure 5.5. Secondary velocities. (a) vertical velocity, (b) lateral velocity 
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Figure 5.6. (a, b) Secondary Reynolds normal stresses (v,w) scaled with the friction 
velocity estimated via the primary Reynolds stress method and the exponential law plotted 
for the secondary terms; (c) turbulent kinetic energy normalized with friction velocity 
squared, and (d) anisotropy normalized with friction velocity squared. 
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Figure 5.7. Scaling ܭ௠ and ܭ௕ with inner and outer variables. (a) Scaling ܭ௠ with H, (b) 
Scaling ܭ௠ with y, (c) Scaling ܭ௕ with H and (d) Scaling ܭ௕ with y 
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Figure 5.8. Scaling energy spectral with inner and outer variables. (a) non-scaling, (b) 
Scaling with Kim and Adrian method (c) Scaling with ܴݑܵܯଶ and (d) Scaling with our 
method 
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Figure 5.9. Scaling spectral energy and wave-numbers with inner and outer variables for 
y/H≤ 0.4. (a) non-scaling, (b) Scaling with Kim and Adrian method (c) Scaling with our 
method 
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Figure 5.10. Scaling spectral energy and wave-numbers with inner and outer variables for 
y/H> 0.4. (a) non-scaling, (b) Scaling with Kim and Adrian method (c) Scaling with our 
method 
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Chapter 6 Comparison the results of two flumes: 

 

            In this section, we compare the results of two flume for time-average turbulence 

and spectral parameters. In figure 6.1 scaled streamwise velocity for both flumes are 

compared. As shown in figure 6.1a both flumes follow the developed equation for rough 

open channel flows (equation 34) which validates the quality of data collected for both 

flumes. It is worth to notice in figures 6.1 that both flumes agree to the equilibrium 

boundary layer for the outer region (y/H>0.5) when scaled with inner or outer variables.  

             In figure 6.2, we compared the scaled primary Reynolds stress and streamwise 

Reynolds normal stress for both flumes. As shown in this figure, friction velocity estimated 

by the primary Reynolds stress data is the best parameter to scale the primary Reynolds 

stress and streamwise Reynolds normal stress. We may also conclude from this figure that 

von Karman constant could be smaller than 0.41 for the big flume.  

              Figure 6.3 shows comparison of other parameters for two flumes. As shown in 

this figure, secondary Reynolds normal stresses and consequently turbulent kinetic energy 

values are bigger for the large flume. This can be due to the stronger secondary currents in 

the large flume or may the secondary velocities are contaminant with noise in the large 

flume. Anisotropy is also bigger for the large flume which may support the hypothesis of 

stronger secondary currents exist in flumes with bigger roughness. 

             We noticed in figures 3.12, 3.13, and 3.14 that there is a strong relation between 

the spectral energy and streamwise Reynolds normal stress. We plotted the average level 

of energy in the ‘-1’ power law region vs. ܴݑܵܯଶ in figure 6.4 to show this relation. 

Average energy is the average energy of macroturbulence and bursting structures. In figure 
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6.4b, we scaled both the vertical and horizontal axis with ܷଶ to make them dimensionless. 

In this figure, we can notice that the average level of energy in the ‘-1’ power law region 

has always the same relation to the ܴݑܵܯଶ (energy = 0.25 ܴݑܵܯଶ). This relation is not 

dependent on the bed roughness and is held for all conditions with different roughness.  

            Figure 6.5 demonstrates as the flow depth increase the size of large eddies 

increases. This figure shows the effect of bed roughness on the angle of bursting. For 

example, in the large flume, eddies are forced to burst in a steeper angle than the small 

flume. The angle of shedding is steeper near the bed due to the effect of bed roughness and 

decrease as eddies move toward the surface. In this regard, the effect of flow depth on the 

size of large scale eddies is more significant in channels with bigger roughness. In other 

words, if flow depth is doubled and flow depth is not much higher than the roughness 

height to diminish the effect of roughness, large scale eddies grow more in channels with 

bigger roughness compare to the channels with small roughness. This phenomenon is 

shown in figure 6.5 where the straight line for the big flume is steeper than the straight line 

for the small flume.   
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CHAPTER 6 TABLES AND FIGURES 

Figure 6.1. Comparison of streamwise velocity distribution for two flumes: (a) inner 
scaling and the law of the wall, (c) outer scaling with the freestream velocity and (d) outer 
scaling with the friction velocity.   
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Figure 6.2. Comparison of two flumes (a) Primary Reynolds shear stress and (b-f) 
streamwise Reynolds normal stress scaled with (b) the friction velocity estimated from the 
logarithmic law method, (c) the friction velocity estimated from the Reynolds shear stress 

data, (d) the friction equal to ඥܴ݃ܵ, (e) maximum streamwise velocity   
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Figure 6.3. Comparison of two flumes. (a, b) Secondary Reynolds normal stresses (v,w) 
scaled with the friction velocity estimated via the primary Reynolds stress method; (c) 
turbulent kinetic energy normalized with friction velocity squared, and (d) anisotropy 
normalized with friction velocity squared; Secondary velocities. (e) vertical velocity, (f) 
lateral velocity 

 

  

  

  

0

0.2

0.4

0.6

0.8

1

0 1 2 3

ܪ/ݕ

RMSv/u*

0

0.2

0.4

0.6

0.8

1

0 1 2 3

ܪ/ݕ
RMSw/u*

0

0.2

0.4

0.6

0.8

1

0 2 4 6

ܪ/ݕ

TKE/u*^2

0

0.2

0.4

0.6

0.8

1

-4 -2 0 2 4 6

ܪ/ݕ

0

0.2

0.4

0.6

0.8

1

-0.2 -0.1 0 0.1

ܪ/ݕ

V

0

0.2

0.4

0.6

0.8

1

-0.06 -0.04 -0.02 0 0.02

ܪ/ݕ

W

a b

c d

e f



www.manaraa.com

89 
 

Figure 6.4. Relationship between average energy of macroturbulence and bursting 
structures in ‘-1’ power region and streamwise Reynolds normal stress. (a) non-scaling for 
small flume, (b) scaled for small flume, (c) non-scaling for big flume, (d) scaled for big 
flume 
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Figure 6.5. Plot of ܭ௠ܪ vs H/ܭ௦ for both flumes 
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Chapter 7 Discussion 

As we interpret the results of this research, we point towards the most apparent 

summarized features of the results that provide context and meaning to the turbulence data 

including the following (1) The test results for time average parameters are consistent with 

open channel flow of water over a rough gravel bed scenario that admits to an equilibrium 

boundary layer for the outer region.  (2) Turbulence production also admits to the definition 

of an equilibrium boundary layer for the outer region due to the new scaling of the -1 power 

region used in this study.  (3) For fixed roughness type the scales of ܭ௠and ܭ௕ reach 

similarity in the outer region, regardless of external energy input or aspect ratio of the open 

channel flow suggesting that the form of macroturubulence and bursting behave similarly 

for different hydraulic conditions.  (4) The energy production scales associated with ܭ௠ 

and ܭ௕ show dependent upon the roughness characteristics, even in the far-wall outer 

region of the flow.  (5) Results of this study provide an approach to calculate the streamwise 

turbulence kinetic energy of bursting and macroturbulence which show a linkage of this 

work to applications.  (6) The methods used in this study might be considered and built 

upon in future research.  We elaborate on each of these points in the paragraphs of the 

discussion that follows. 

All of the laboratory tests with their experimental conditions and results of this 

research are consistent with open channel flow of water over a rough gravel bed scenario 

that admits to an equilibrium boundary layer for the outer region of the flow in which the 

flow is uniform and fully-developed.  That is, the majority of the flow profiles, with the 

exception of within the roughness layer, y/H<0.1, or sometimes close to the free surface, 

exhibit features of an equilibrium boundary layer.  The turbulence characteristics admit to 
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Townsend’s Reynolds similarity hypothesis (Townsend, 1976) which further reflects the 

equilibrium boundary layer definition brought by Clauser (1952, 1954) and later revisited 

with the asymptotic invariance principle by George and Castillo (1997).  An equilibrium 

boundary layer exhibits self-similarity and the boundary layer equation does not depend on 

the x-coordinate (Clauser, 1952; Townsend, 1976; George and Castillo, 1997).  Such an 

equilibrium boundary layer is balanced in terms of turbulence energy generation and 

dissipation and show constant velocity and length scales, where the friction velocity is 

derived as a constant for Clauser’s equilibrium definition and the freestream velocity is 

derived as constant for George and Castillo’s equilibrium definition.   

The outer region of the flow (y/H>0.1) reflects such approximate equilibrium 

definitions as both the friction velocity and freestream velocity were shown to scale the 

velocity defect for both roughness types (see Figures 3.3 and 5.3).  Further, the friction 

velocity is shown to scale the primary Reynolds stresses and the behavior is consistent of 

that for a uniform open channel flow (see Figures 3.4 and 5.4).  Also, the idea is further 

supported by the fact that the friction velocity scales well the total turbulent kinetic energy 

as well as streamwise, vertical and transverse components alone (see Figures 3.4, 3.6, 5.4, 

5.6).  The single energy components also obey reasonably well the laws derived from the 

production-dissipation model for turbulent kinetic energy in an equilibrium boundary layer 

(see Figures 3.4, 3.6, 5.4, 5.6).  The equilibrium boundary layer concept is shown to be 

fairly consistent even in light of the weak secondary motion within the present study which 

is highlighted by observation of the secondary velocities (Figures 3.5, 5.5) and turbulence 

anisotropy away from the wall (see Figures 3.6 and 5.6). 
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A new contribution of this research is that the turbulence energy production also 

admits to the definition of an equilibrium boundary layer for the outer region.  The energy 

associated with turbulence production that is indicated by the -1 power region of the spectra 

as well as the turbulent energy associated with bursting and macroturbulence best collapse 

when scaled with the scaling law derived from the turbulence energy model for an 

equilibrium boundary layer (Figures 3.11, 3.13, 5.8, 5.10).  In this manner, the spectral 

energy production associated with the turbulent motions admits to Townsend’s Reynolds 

similarity hypothesis (Townsend, 1976) which further reflects the equilibrium boundary 

layer definitions brought by Clauser (1952, 1954) and George and Castillo (1997). 

Collapse of the turbulence energy of the production region and thus that associated with 

bursting and macroturbulence is further surprising in that the energy of the scales does not 

appear to be dependent upon roughness conditions (see Figure 3.11 compared to Figure 

5.8) for the open channel flow over a gravel bed studied in this paper.  In this manner, the 

fluid dynamics can be predictable based on the mixed variables (u*, y and H) used in the 

scaling method.  Since the energy production scales are constant, the results admit to both 

equilibrium boundary layer and wall similarity hypothesis.  While the former is reflected 

by the derivation of the scaling procedure, the latter is reflected by the fact that the bed 

surface conditions only impact the energy of the vortical scales as an indirect influence of 

the shear stress, the boundary layer height and the distance from the wall (Townsend, 

1976).  The corroboration of the turbulence kinetic production energy with Townsend’s 

hypothesis will be convenient for applications, as will be discussed later.   

Taken together, the fact that the turbulence production scales of macroturbulence 

and bursting (ܭ௠  and ܭ௕) in the outer region are not dependent upon external energy input 
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(point 3 above, see Figures 3.10, 5.7) but are dependent upon surface conditions (point 4 

above, see Figure 3.10 compared to Figure 5.7) leads us to suggesting a revision to 

Townsend’s wall similarity hypothesis for the case of open channel flow over gravel 

beds. Townsend’s wall similarity hypothesis (1976) suggest that vortical motions above 

the near-wall layers are independent of bed surface conditions except for the indirect 

influence of variations in roughness upon the friction velocity and boundary layer extent.  

This is shown to not be true in this study.  ܭ௠ and ܭ௕ reach constants in the outer region 

for individual roughness types across hydraulic conditions but these constants are 

different depending on the roughness type (see Figure 3.10 compared to Figure 5.7).  

Rather, for the gravel bed conditions, a more likely hypothesis is that the turbulence 

motions above the roughness layers are similarly dependent upon surface conditions 

regardless of external mean energy input (݃ܵ௘ݑത or ݑ∗ଶݑതିܪଵ) or channel aspect ratio so 

long as turbulent energy production and/or turbulent energy transfer remain non-zero 

within the flow.  In this manner, the flow structure would be hypothesized to exhibit 

similarity if a gravel bed channel experienced changes in flow discharge and hence stage 

yet maintained the same channel bed morphology.  However, if bed surface conditions 

change, so too might the similarity dependence of the macroturbulence and bursting 

scales, at least in the streamwise direction. Our results tend to be corroborated by the 

results of Amir and Castro (2011) where the authors showed that for fully rough turbulent 

boundary layers with h/δ>0.15 (where h is the roughness height in their study and δ is the 

boundary-layer thickness) that the entire flow is affected by the turbulence in the near-

wall region as well as the outer region scaling for the velocity deficit by Fox and Stewart 

(2014) where the authors show the dependence of the flow structure on the bed 

characteristics for gravel bed conditions.   
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With our revised hypothesis in mind for gravel bed conditions, and as mentioned 

earlier, we tend to conceptualize the nature of the vortical structure of macroturbulence 

and bursting to be consistent across the range of gravel bed roughness conditions, but 

likely just show variation in their production angles when moving away from the bed.  

That is, the structure of turbulence of the open channel flow across a range of gravel sizes 

has tended to corroborate the conceptual model that includes the shedding and then 

bursting of hairpin-like packets that are organized within larger macroturbulence vortical 

motions across the flow depth and extending longitudinally (Schvidchenko and pending 

2001; Roy et al., 2004, Fox et al., 2005; Hurther et al., 2007; Belcher and Fox, 2009).  

The lack of collapse for different bed roughness heights but yet the similarity dependence 

of the macroturbulence and bursting scales in the streamwise direction for a given 

roughness is interpreted to reflect the production angle of the processes.  Belcher and Fox 

(2010, JHR) show using proper orthogonal decomposition and topological investigation 

that the bifurcation line associated with the macroturbulence extends from the plane of 

the bed at an angle on the order of 10° for a roughness height consistent with the small 

roughness type used here of D50=4.8 mm.  On the other hand, Roy et al. (2004) show that 

the macroturbulence structure extends from a gravel bed on a considerably larger angle 

equal to 25° for a larger roughness height equal with D50=38 mm.  The increase in 

production angle with roughness height agrees with the increase of ܭ௕ and ܭ௠ results 

with roughness height in this study because the streamwise length of the vortical motion 

would be ‘seen’ by the velocimetry probe for a shorter duration as the production angle 

increases.  The variation of the production angle and hence ܭ௕ and ܭ௠ as dependent on 

roughness is still important in application because this in essence would dictate the 

relative time in which 
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the fluid is impacting an environmental process such as the transport time of a sediment 

particle by the turbulent structure vertically.  

As an extension of the result of this study and comparison with the literature of 

coherent structures, we surmise the high connectivity of the bursting and macroturbulence 

motions within the flow.  The existence of the small- and large-scales has definitely been 

associated with an organization of turbulence, such as the hierarchical organization of eddy 

packets into very large scale vortical structures (Liu et al., 2001).  This type of 

organizational arrangement has sparked the long discussion of the chicken-or-the-egg 

concept: does shedding beget macroturbulence or does macroturbulence beget shedding? 

We tend to rather hypothesize the structure of bursting and macroturbulence in gravel bed 

rivers as the same structure in which the small- and large-scale motions are rather the 

manifestation of parts of the overall structure.  It seems to us that perhaps this concept is 

inferred by Roy et al. (2004).  We offer a couple of supporting, or at the least non-refuting, 

evidence of this high connectivity to the same structure.  The fact that the turbulent kinetic 

energy of macroturbulence and bursting are equal to one another as realized in the variance-

preserving form of the spectra plots and -1 region of the spectral energy density is really 

fascinating to these authors (see Figures 1.1, 3.7, 3.8).  An interpretation of the constant 

energy region is that the bimodal spectra defined by Kim and Adrian (1999) reflects the 

bursting and macroturbulence that are in fact sharing the same turbulent kinetic energy 

because they are different regions of the same highly connected structure.  The work of 

Belcher and Fox (2009) for gravel bed using turbulence decomposition and topological 

analysis via critical point theory further corroborates the connectivity concept as the 

source/sink analysis of the macroturbulence and bursting vortical components suggest the 
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transfer of turbulent momentum from the large scale to the small scale and vice versa.  The 

flow visualization of D  While external source energy (i.e., potential energy) and sink 

energy (i.e., turbulence dissipation) are well recognized in gravel bed rivers, mechanisms 

that would tend assist with fueling the transport and sharing of energy between the bursting 

and macroturbulence scales of the turbulence structure are less clear but would be 

associated with: (i) shedding and the hydrodynamic lift of shed connected vorticies to 

directly insert and then transport vertically turbulent energy (Robinson, 1991), (ii) helicity 

of macroturbulence as well as the time-averaged motions associated with secondary 

currents that will help to transfer energy in three dimensions (Nikora, 2012, textbook), and 

(iii) the less studied manifestation of turbulence associated surface waves that causes 

fluctuations at the free surface of gravel bed changes and therefore while derived at the 

bursting scale would tend to result in instantaneous non-uniform flow that has been 

suggested to cause secondary energy production at the macroturbulence scale 

(Horoshenkov et al., 2013; Stewart and Fox, 2015). 

As one further comment on the similarly hypothesis, we point out that the 

turbulence wavenumber scales (ܭ௠ and ܭ௕) in the outer region exhibit the dependence on 

bed surface conditions alone, and that is they do not exhibit dependence on relative 

submergence.  We checked this idea and we found that relative submergence that ranges 

from 6 to 36 for our testing does not drive systematic variation of ܭ௠ and ܭ௕ in the outer 

region.  Obviously, others have shown the variation of vortical structures around a particle 

as indicative of the near-bed roughness region of a gravel bed river (Papanicolaou et al., 

2011) for relative submergence less than 5, however this is a different fluid’s question as 

studied in the present context. 
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In practice and for a given roughness, the results of this study provide an approach 

to calculate the streamwise turbulence kinetic energy of bursting and macroturbulence 

which show a linkage of this work to applications.  The scaling of the turbulent kinetic 

energy and constant that is reached can be used to derive an equation for energy prediction. 

Further, the expressions can be re-arranged for the wavenumber scales to produce 

equations for the periodicity of bursting and macroturbulence.  This concept is derived as 

ܵ஻,ெ = ଶ∗ݑ ቂ݁݌ݔ ቀ− ௬ுቁቃଶ ு஼ಳ,ಾ  ,      (53) 

and 

஻ܶ,ெ = ு	ଶగ௎	஼ಳ,ಾ  .      (54) 

where cB,M are the constants that are reached in the outer region for ܭ௕ and ܭ௠ and are 

dependent upon roughness height. These equations are shown in Figure 7.1 and 7.2.  In this 

manner, the bursting period (TB) found in our results is found to be centrally located and 

agree very well with the range requested by Nezu and Nakagawa (1993), yet we remind 

the reader of the variation with roughness height.  Application of these results is thus 

suggested for conditions that resemble the bed conditions of this study. 

We admit that more research is needed across a wider range of roughness conditions 

to extend this study; here we only consider two roughness types.  It will be important for 

gravel bed researchers if the present work can be extended to find a function for how ܭ௕  

and ܭ௠  vary as a function of roughness height.  Likely the physics of this variation is 

related to the angle that the macroturbulence structure makes with the streambed.  For 

example, Belcher and Fox (2010, JHR) show using proper orthogonal decomposition and 
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topological investigation that the bifurcation line associated with the macroturbulence 

extends from the plane of the bed at an angle on the order of 10° for a roughness height 

consistent with the small roughness type used here of D50=4.8 mm.  On the other hand, 

Roy et al. (2004) show that the macroturbulence structure extends from a gravel bed on a 

considerably larger angle equal to 25° for a larger roughness height equal with D50=38 mm. 

Further investigation for a wider range of roughness would be helpful to set scales for ܭ௕  

and ܭ௠. 

In addition, the work here could be improved by further spatially-averaging of the 

time-series data in order to account for further variation of the bed particles across the reach 

of the flow section.  Spatial variability of the flow structure is recognized to sometimes be 

pronounced laterally and longitudinally across the bed, especially when investigating a 

distance from the bed on the order of five times the bed particle height for which 84% of 

the particles are finer (Nikora et al., 2001; Franca et al., 2010).  This variability is 

potentially reflected in the particularly high variability of ܭ௕  and ܭ௠  scaling for the large 

roughness type when y/H<0.5.  Nevertheless, the outer region for y/H>0.5 does tend 

towards stationary mean value for the remainder of the flow depth, thus showing agreement 

with the trend observed for the lower roughness type.  For this reason, even the lack of 

spatial averaging of this study is believed to give a reasonable first approximation of ܭ௕  

and ܭ௠  for the larger roughness type.   

Notwithstanding the future research and improvements of this work that could be 

built upon, we argue that the time is ripe for further application of bursting and 

macrotubulence energy and their scales to coupling with sediment transport processes and 

modeling of geomorphodynamics in gravel bed rivers.  The consistency of bursting and 
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macroturbulence energy in this study is pronounced.  Also, fact that the form and scales of 

the turbulent motions above the roughness layer are similarly dependent upon surface 

conditions regardless of external energy input (i.e., variation in S longitudinally and Q and 

thus H in time) provides a result of the similarity of scales for a given river with a fixed 

roughness height.  The energy, along with approximation of the bursting and 

macroturbulence period, could be connected with bedload and suspended load transport 

processes in an effort to more succinctly couple the energy for transport with resistance of 

particles to transport.  Functions for streampower associated with the sediment transport 

carrying capacity of the flow (i.e., τbV, τb1.5, or V3) still provide the prevailing method for 

interpreting and predicting sediment transport in rivers. This method is highly calibrated in 

practice based on measurements, and while fundamental in nature due to its reflection of 

energy, the method alone is not closing the gap on our understanding between fluid 

processes and sediment.  The energy of the dominant production scales, such as those 

presented here, provides perhaps a more fundamental context in which the energy of 

bursting and the energy of macroturbulence can be used to help predict the rates of bedload 

and rates of suspended load, respectively, longitudinally in a river system.  

Finally, we highlight the method advancements used in this study that should be 

carried forward, or at the very least considered, in future research that focuses on the 

macroturbulence scale.  First, we highlight the number of data collected in this study.  Our 

results of this study rely on 49 million data readings of velocity.  Is such an exhaustive 

amount of data needed?  Perhaps for macroturbulence.  Specifically, we collected 30 

minute, or 90,000 data, of three dimensional velocity at each point in the flow for which 

data was collected.  The macroturbulence period (TM) in the outer region found in this study 
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varied on the order of 1 to 2 seconds depending on the mean streamwise velocity and flow 

depth.  Therefore, we were able to collect 1,000 to 2,000 repetitions of a macroturbulence 

cycle that passes the velocity probe and we investigated and resulting from our spectral 

analysis.  1,000 realizations of a process seems reasonable, and we investigated the 

sensitivity of the number of data to produce consistent spectral results for ܭ௠ and found ܭ௠ to stabilize at a value equal to approximately 50000. Such a rather long duration of 

sampling is recommended in the future when studying macroturbulence in the laboratory, 

but this is a bit of a conundrum in the case of field measurements because we will require 

long time to take measurements which can be difficult when flow can be varied such as 

over the course of hydrograph.  Regulated gravel bed rivers with controlled dam releases 

offer the opportunity for full-scale experiments and should be targeted for such studies. 

Related, we also offer caution when attempting a macro-analysis of the period of 

macroturbulence by observing the low wavenumber boundary of the -1 power region 

from the spectral graphs of other studies of gravel bed rivers.  Many of previous gravel 

bed studies in the laboratory collect velocity time-series data for one to five minutes (e.g., 

Fox and Papanicolaou, 2005).  Surely, such a few minute time duration can be justified as 

has been done by the second author of this work and a number of other prominent 

studies, and in such studies it is show that one minute is sufficient to provide stabilization 

of the statistical moments of the turbulence data (Nikora and Goring, 2000; Fox, 2002; 

Buffin-Belanger and Roy, 2005).  However, in the present study, a one minute time series 

will only capture 30 to 60 cycles of macroturbulence that past the velocimetry 

instrument, and such low numbers may lead to variation in the estimating of ܭ௠. 
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A second method advancement that should be highlighted is the consideration of 

the type of spectral smoothing used that can impact the interpretation of ܭ௠  and ܭ௕.  We 

are not the first authors to investigate the bounds of the -1 power region that are associated 

with large- and smaller-scale production.  And, the investigations of the boundary of the -

1 power region for open channel flow (Nikora and Goring, 2000) and of the low 

wavenumber and high wavenumber bound associated with the large and small-scale for 

turbulent pipe flow (i.e., scales A and B in Kim and Adrian, 1999) were pivotal to the 

development of this work.  But, our investigating of the smoothing, and specifically the 

use of both the un-smoothed and smoothed spectral plots in both spectral energy density 

and variance-preserving form might be adopted in future work.  The use of un-smoothed 

spectra alone was obviously noisy and could be difficult to infer the edge of the -1 power 

region.  At the same time, the use of smoothing windows for removing fluctuations has 

become heavily utilized, if not standard, in spectral analysis research. However, the use of 

smoothed spectra alone has the problem of the energy associated with ܭ௠ and ܭ௕ falling 

away from the -1 slope in the spectral energy density, which could prompt the researcher 

to over-predict km and under-predict ܭ௕.  For this reason, we will recommend our four-

plot spectral method for selection of ܭ௠ and ܭ௕ in future work. 
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CHAPTER 7 TABLES AND FIGURES 

Figure 7.1. Plot of the equation developed for energy prediction for small flume. (a) 
energy prediction of macroturbulence, (b) energy prediction of bursting 
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Figure 7.2. Plot of the equation developed for periodicity prediction for small flume. (a) 
Periodicity prediction of macroturbulence, (b) periodicity prediction of bursting 
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Figure 7.3. Plot of the equation developed for energy prediction for large flume. (a) 
energy prediction of macroturbulence, (b) energy prediction of bursting 
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Figure 7.4. Plot of the equation developed for periodicity prediction for large flume. (a) 
Periodicity prediction of macroturbulence, (b) periodicity prediction of bursting 
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Chapter 8 Conclusion 

 The conclusion of this work points to several key results highlighted as follows: 

1. The time-average laboratory test results for open channel flow of water over a

rough gravel bed scenario suggest an equilibrium boundary layer for the outer region of 

the flow in which the flow is uniform and fully-developed, which is in agreement with a 

number of previous studies.   

2. Turbulence production also admits to the definition of an equilibrium boundary

layer for the outer region; and the energy associated with turbulence production that is 

indicated by the -1 power region of the spectra as well as the turbulent energy associated 

with bursting and macroturbulence best collapse when scaled with the scaling law derived 

from the turbulence energy model for an equilibrium boundary layer, which is a new 

contribution to the literature.    

3. For a fixed roughness type the scales of ܭ௠ and ܭ௕ reach similarity in the outer

region, regardless of external energy input or aspect ratio of the open channel flow 

suggesting that the form of macroturubulence and bursting behave similarly for different 

hydraulic conditions. 

4. The energy production scales associated with ܭ௠ and ܭ௕ show dependence upon

the roughness characteristics, even in the far-wall outer region of the flow.   

5. In practice and for a given roughness, the results of this study provide an

approach to calculate the streamwise turbulence kinetic energy of bursting and 

macroturbulence which show a linkage of this work to applications such as bedload and 

suspended load sediment transport. 
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6. The methods developed in this study provide further considerations for others 

including a need for high amount of data to study macroturbulence and the use of the four-

plot method for ܭ௠ and ܭ௕ identification. 
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Appendix I – Index 

List Of Symbols 

B         =          flume width 

B/H     =          aspect ratio 

Du,v,w = empirical coefficients for streamwise, vertical, and transverse turbulent 

intensities 

D50  = particle diameter for which 50% of particles are finer 

D84  = particle diameter for which 84% of particles are finer 

Fr = Um(gH)-1/2 is the Froude number 

g = gravitational acceleration 

H = flow depth 

H/ ks      =          relative submergence  

K = wave-number ܭ௕       =          wave-number associated with bursting ܭ௠      =          wave-number associated with macroturbulence  

K+ = ksU* ν-1 is the shear Reynolds number 

R         =          hydraulic radius 

Re = UmHν-1 is the Reynolds number 

RMS(u)= root mean square of streamwise velocity fluctuations  

RMS(v)= root mean square of vertical velocity fluctuations  

RMS(w)= root mean square of spanwise velocity fluctuations  

S         =          slope 

S(K)   =           spectral energy 
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ܵ௕        =         spectral energy density associated with bursting ܵ௠       =          spectral energy density associated with macroturbulence 

S(K) = streamwise spectral energy density 

TKE = turbulent kinetic energy  

஻ܶ       =          bursting period 

ெܶ      =          macroturbulence period 

U = time-averaged streamwise velocity component  

Umax = maximum streamwise velocity  

V = time-averaged vertical velocity component 

Vmag = magnitude of the time-averaged velocity vector 

௫ܸ         =          instrument streamwise velocity 

௬ܸ         =          instrument spanwise velocity 

௭ܸ         =          instrument vertical velocity 

W = time-averaged transverse velocity component ܺ௞ = frequency domain 

f           =          frequency 

௦݂         =          sampling frequency 

ks = equivalent roughness height 

nfft      =          number of grid points in spectral calculations 

p         =          pressure 

pxx     =          spectral energy density calculated from Pwelch function in MATLAB 

t          =          time 

u = instantaneous streamwise velocity component 
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 ଴        =          velocity scaleݑ

u’ = instantaneous fluctuating component of streamwise velocity ݑା       =          dimensionless velocity, ݑା = ௨௨∗ ݑ∗ඥ௚ோௌ =         friction velocity estimated by ݑ∗ = ඥܴ݃ܵ ݑ∗௟௢௚ି௟௔௪=     friction velocity estimated by using the log-layer of streamwise velocity 

profile ݑ∗ோ௘௬      =      friction velocity estimated by using ' 'u v  data 

' 'u v  = primary Reynolds shear stress component ݓ′ݑ′തതതതതത = secondary Reynolds shear stress component 

v = instantaneous wall normal velocity component 

v’ = instantaneous fluctuating component of wall normal velocity ݓ′ݒ′തതതതതത = secondary Reynolds shear stress component 

w = instantaneous transverse velocity component 

width   =          smooth width used in ‘fastsmooth’ function 

w’ = instantaneous fluctuating component of transverse velocity ݔ௡ = velocity data ݕା       =          dimensionless distance to the bed, ݕା = ௬௨∗ఔ  

x,y,z = stream wise, wall normal, and transverse directions 

Π = Coles wake strength 

к = von Karman constant ߩ          =          water density ߤ          =          Dynamic viscosity of water 
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ν          =          Kinematic viscosity of water  

௧ܸ        =          eddy viscosity 

ω = vorticity vector, 
డ௨ഥೕడ௫̅೔ − 	డ௨ഥ೔డ௫̅ೕ 
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Appendix II – Procedure data collection and processing 

 

AII.1. Procedures for running the flume 

Terms Used: 

• Gate-valve: The valve in the middle of the inlet pipe. 

• Head-box: Box at the entrance of the flume. 

• Outlet-valve: The valve in the middle of the outlet pipe. 

Procedure: 

• Close both the gate-valve and outlet-valve. 

• Vacuum air from the pipe connecting the source of water to the pump using the 

vacuum line, until water comes out of the suction line valve. 

• Once water comes out of the suction line valve, close the valve. 

• The flume is now ready for running.  

• Turn the motor pump to the ON position and wait about 15 seconds. 

• Now, slowly open the gate-valve and wait the flow stabilizes before taking any 

measurements.  

 

AII.2. Procedure for setting up the Sontek ADV instrument for data collection: 

• Install Horizon ADV software version 1.20 onto the PC. 

• Plug in the long black cable into the electronic case (yellow case). 

• Plug in the switching AC adaptor into the DC port of the electronic case. 
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• Plug in the serial cable (gray cable) to the electronic case, then plug this into the USB 

port of the PC. 

• Plug in the long black cable into the probe. 

• Turn on the power button on the electronic case. 

• Now the ADV is ready for collecting data. 

AII.3. Procedure for preparing the flume for collecting data with the Sontek ADV and 

Nortek Vectrino Profiler (depth of water: 10-11 cm): 

AII.3.1. Use the down-looking probe orientation to collect data from locations starting at 

the bed (y = 0) and extending to y = 4 cm. 

• Secure the clamp to the 3 cm diameter rigid section of the probe near the ADV 

receivers. For the Nortek Vectrino Profiler, secure the clamp to the rigid section of 

the probe near the Vectrino receivers. (Note: Do not secure clamp to the flexible 

portion of the probe stem. Clamping the flexible stem can damage the ADV and 

Vectrino Profiler instruments.  

• Extend the guide rod to the bed to prevent vibrations. The end of the guide rod should 

be secured into a predrilled hole in the bed. At the lowest location for collecting data, 

the guide rod will extend 6 cm into the bed. The instrumentation apparatus can be 

moved upward in the vertical a distance of 6 cm. Therefore, the guide rod is always 

within the predrilled bed hole, and thus prevent vibrations. 

• Place the control volume at the y = 0.1 cm position by placing the transmitter a 

distance of 5.1 cm from the bed. For the Nortek Vectrino Profiler, use the bottom 
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check option in the vectrino profiler software to check the distance of the transmitter 

from the bed.  

• Adjust the probe orientation so that the stream-wise receiver, which is the receiver 

with the red label, is horizontal. Use a level to orient the probe stem to the vertical. 

• Adjust the probe orientation so that the stream-wise receiver is in the direction of the 

flow. Measure two points on the receiver from the wall and be sure that both of them 

have equal distance from the wall.  

• Run the flume. (see section AII.1) 

• Measure the height of the screw on the gate-valve. Open or close gate-valve as 

needed. 

• Measure the depth of water in the reservoir near the pump and be sure that it does not 

change. 

• Wait until the flow stabilizes. Stability will be reached when variation in the average 

velocity values becomes minimum. Recently we waited 1 hour. 

• Start collecting data with the Horizon ADV. (see section 3.4) 

• Use the control module to run the motor or adjust both the probe and the guide rod by 

hand to a new vertical position. 

AII.3.2. Use the side-looking probe orientation for points from y = 3.5 cm to y = 9 cm 

• Secure the clamp to the 3 cm diameter rigid section of the probe near the ADV 

receivers. For the Nortek Vectrino Profiler, secure the clamp to the rigid section of 

the probe near the Vectrino receivers. (Note: Do not secure clamp to the flexible 

portion of the probe stem. Clamping the flexible stem can damage the ADV.  
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• Move the probe from the center of the flume and set the transmitter distance from the 

center to 5 cm to measure the velocity of points in the center. 

• Extend the guide rod to the bed to prevent vibrations. The end of the guide rod should 

be secured into a predrilled hole in the bed. At the lowest location for collecting data, 

the guide rod will extend 6 cm into the bed. The instrumentation apparatus can be 

moved upward in the vertical a distance of 6 cm. Therefore, the guide rod is always 

within the predrilled bed hole, and thus prevent vibrations. 

• Place the control volume at the y = 3.5 cm position. 

• Use a square to orient the probe stem so that it is vertical to the direction of the flow. 

Thereafter, the stream-wise receiver is in the direction of the flow. 

• Use a ruler to measure the distance of two different points on the probe stem and be 

sure that both of them have equal distance from the bed. 

• Run the flume. (see section 3.3) 

• Measure the height of the screw on the gate-valve. Open or close gate-valve as 

needed. 

• Measure the depth of water in the reservoir near the pump and be sure that it does not 

change. 

• Wait until the flow stabilizes. Stability will be reached when variation in the average 

velocity values becomes minimum. Recently we waited 1 hour. 

• Start collecting data with the Horizon ADV. (see section 3.4) 

• Use the control module to run the motor or adjust both the probe and the guide rod by 

hand to a new vertical position. 
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AII.4. Procedures for collecting data with the Sontek ADV instrument using the Horizon 

ADV software 

• Install the Horizon ADV software version 1.20 onto the PC. You can download the 

software from the Sontek website. 

(http://www.sontek.com/softwaredetail.php?HorizonADV-15) 

• Open the Horizon ADV software. 

• Click on the ‘Connect to ADV automatically’ option. 

• In the new page, you can change the ADV settings. To change your ADV settings, 

click on the ‘change’ button in the ‘system settings’ category. The description and 

guidelines of these options are as follows: 

 Velocity range: It determines the maximum velocity that can be measured by 

the ADV. A Higher velocity setting will have higher variability for any low 

velocities that are measured. It is recommended to set the velocity range to 

250 cm/s or 100 cm/s. 

 External sync: By default, this should be disabled. 

 Other settings: In most situations you will not need to change any of the 

parameters in this dialog. 

• You can also change data collection settings. The data collection category contains 

the settings related to the frequency, mode, and method of data collection. These 

settings can be changed by clicking the ‘change’ button. The description and 

guidelines for each of these options are as follows: 
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 Sampling rate: This is the rate at which the velocity data will be collected. The 

maximum sampling rate for the micro ADV is 50 Hz, and it is recommended 

to record your data using frequency. 

 Recording Mode: The Recording Mode can be set to either ‘continuous’ or 

‘Burst’. Continuous mode is used for sampling regularly without any breaks 

or interruption. Burst mode is used to collect samples in sets at regular time 

intervals. Burst mode requires the input of additional parameters: ‘sample per 

burst’ and ‘Burst interval’. It is recommended for beginning users to start with 

the continuous sampling option. 

 Output File and Output Folder: These parameters are used to select the name 

and destination of the output file that will be created during real-time data 

collection. 

 File comments: These lines of text are used to describe briefly the details of 

your data collection parameters, location, environment, etc. 

 Show boundary info: With this option enabled, the ADV will first scan the 

region in front of each probe to detect the presence of a solid or surface 

boundary.  

 Click ‘save’ to save your settings. 

• Click on the ‘start’ button. 

• Click on the ‘start recording’ option to record your data. 

• Click on the ‘stop recording’ option to stop recording your data. 

AII.5. Procedure for post-processing the Sontek ADV data using WinADV 
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• Install the WinADV software version 2.031. You can download the WinADV 

software from the following address: 

(http://www.usbr.gov/pmts/hydraulics_lab/twahl/winadv/index.html) 

• Import the .adv file collected with the Horizon ADV into the Win ADV program. In 

order to do this, click on the file tab and then click on the ‘open new ADV file’ option 

and then import your ADV file. 

• Click on the option tab and go to the filtering option. 

• Activate the following filtering options. The description and guidelines for thresholds 

of the these options are as follows: 

 The signal to noise ratio (SNR) parameters indicates the relative density of 

acoustic scatters in the flow and the resulting strength of the signal received 

compared to the noise level of the instrument. ADV manufactures 

recommend a SNR value of at least 5 when measuring average flow 

velocities and 15 or higher when measuring instantaneous velocities and 

turbulence quantities. 

 The correlation parameter, COR, is an indicator of the relative consistency 

of the behavior of the scatters in the sampling volume during the sampling 

period. The value varies from 0 to 100, and ADV manufactures have 

typically recommended filtering to remove any samples with correlation 

scores below 70.   

 The last option WinADV provides for modification of the data is despiking 

option. WinADV allows users to despike their data with two different 

method; (1) Acceleration spike filter which you can specify the coefficient. 
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This method is based on the visual inspection that is not possible to have a 

flow acceleration greater than the gravity acceleration, otherwise the 

ejection of particles could be seen. (2) Phase-space threshold despiking 

which is highly recommended by authors. This method first developed by 

Goring and Nikora and is based on plotting the velocity components agains 

their derivatives and remove spikes which are the points lie outside of an 

ellipsoid. Wahl believes, sometimes, replacing spikes cause to produce 

spikes again. Based on this WinADV does not replace the spikes detected 

by Phase-space threshold method. This method would not cause any 

problems when average turbulence parameters is calculated but caution is 

required when spectral density is calculated because the gaps in the signal 

after despiking could cause problems. In order to avoid any problems 

during spectral analysis, detected spikes should be replaced which will be 

explained later in this section.  

• After activating suitable filtering options, click on the ‘process’ button. Then, activate 

the ‘compute summary statistics’ and ‘produce time series data file’ options for 

filtered data. Then, click ‘Go’. 

• WinADV gives us two files. One is filtered.sum, which is the summary statistics, and 

the second is default0001.Vf, which is time series of filtered data.  

• In order to calculate the average parameters, import the time series of filtered data 

(default0001.Vf) into the Excel. Then, filter the blank cells in the velocity 

components ( ௫ܸ, ௬ܸ	ܽ݊݀	 ௭ܸ). 
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• Copy and paste the filtered data into the new Excel spread-sheet and see if any 

orienting, rotating or shifting is required. The procedure for orienting, rotating and 

shifting will be described in the next sub-section.  

• Calculate the average velocities and turbulence parameters.  

    

AII.6. Procedure for setting up the Nortek Vectrino Profiler II instrument for data 

collection: 

• Install Vectrino Profiler software version 1.32 onto the PC. The Vectrino Profiler 

acquisition software requires a Java virtual machine (JVM) to operate. 

• Plug in the signal cable (blue cable) into the converter (RS422 Altronix AL310 

converter) 

• Plug in the AC adaptor into the black port which comes out of the signal cable. 

• Plug the serial cable (gray cable) into the converter, then plug the gray cable into the 

USB port of the PC. 

• Plug the signal cable into the probe. 

• In order to properly connect to the instrument, the following must be performed: Go 

to the Device manager by right clicking on the computer icon on the start menu, then 

click on the ‘manage’ option. Then, click on the ‘device manager’ option and then 

right click on the ‘USB serial port (COM5)’ and choose ‘properties’ option. Then, 

click on the ‘port setting’ tab and after that click on the ‘advanced’ option and set the 

‘Latency Timer’ to 5 msec which is recommended by Nortek because at high 

sampling rate (above 60 Hz), the driver parameters need to be tuned to provide an 
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adequate display rate for the application software. Faster systems should be able to 

use 2 msec. (SW User Guide) 

• Now the Vectrino Profiler II is ready for collecting data. 

 

AII.7. Procedures for collecting data with the Vectrino Profiler II instrument using the 

Vectrino Profiler software 

• Install the Vectrino Profiler software located on the USB memory stick. Also, you 

can download the software from Nortek website. (http://www.nortek-

as.com/en/support/software).  

• Open the Vectrino Profiler software. 

• Click on the ‘communication’ tab. Then click on the ‘connect’ option and then choose 

Vectrino Profiler.  

• Select the appropriate serial port and port speed (937500) and press ‘Apply’. 

• Run a transducer test in accordance with the procedure described in the Vectrino 

Profiler User Guide to verify that the instrument is working as expected. (Nortek 

Quick Guide). The procedure is described below: 

• Fill a bucket with water and a little dirt. 

• Click the ‘Start Collecting Data’ button. While the transducers are in the air, 

the velocity measurement will look like random noise. 

• Immerse the transducers in the water, and observe the velocity, the standard 

deviation, and the amplitude and note the change in the graphical view of the 

velocity when the probe is lowered into the water. 



www.manaraa.com

123 
 

• Test the measurement quality with the Probe Check function: Open Configuration; 

tick the Probe Check and Start Data Collection.  (Nortek Quick Guide). This option 

produce long average amplitude vs. range profiles for each beam when data collection 

is started. If a transducer arm is not damaged or bent, it is expected that all four 

profiles are roughly the same, with similar peaks and shapes at the same range. (SW 

User Guide) 

• Click the ‘configuration’ button to activate the dialog for configuring the instrument 

velocity settings, bottom check settings and disk file parameters. A detailed 

description of each submenu and each parameter can be found in the SW User 

Guide. (Nortek Quick Guide) but here a brief description of above parameters is 

given: 

• File Parameter: This menu configures where and how data should be saved 

on the PC. 

• Bottom Check: This menu, if is activated, gives the distance of the transducer 

to the bed at a given sampling interval. 

• Velocity settings or Doppler: This menu configures the sampling rate, 

velocity range, the range of sampling volume and the coordinate system. 

• Click on the ‘start collecting data’ option. 

• Now, instrument starts to collect data. You can save your data by clicking on the 

‘save collected data on the disk’ button. 

• Click on the ‘stop collecting data’ option when adequate amount of data is collected. 

Vectrino Profiler software gives a file that can be used to export data into the 

MATLAB or EXCEL format. 
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AII.8. Procedure for post-processing the Vectrino Profiler II data using Multi Instrument 

Turbulent Toolbox (MITT)  

• Export your saved data by clicking the ‘data’ tab in the Vectrino Profiler software. (It 

is recommended to export data into the MATLAB format because of the large amount 

of data) 

• Download the MITT codes. 

(http://www.mathworks.com/matlabcentral/fileexchange/47805-mitt) 

• Before the MITT is started, the user must create a CVS control file using the format 

describe in MacVicar 2014 paper. (Multi-instrument Turbulence Toolbox (MITT): 

Open-source MATLAB algorithms for the analysis of high-frequency flow velocity 

time series datasets). In order to create a CVS file using Microsoft Excel, the 

following steps should be done:  

• Open Microsoft Excel. 

• In the first row, type the ‘filename’ and any other information related to the 

data such as water depth or instrument locations in different column.  

• In the second row, type the format string of parameters which are typed in the 

first row. Format strings must be in matlab format (e.g. %s for a string, %d for 

an integer, and %f for a floating point real number (Macvicar 2014)). 

• In the next rows, type your file names and information related to them. 

• Go to the ‘file’ menu and select ‘Save as’. 

• Save as type CVS (comma delimited). 

• Click ‘Save’. 
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• Open MATLAB and open the directory where the MITT programs are located. 

(Macvicar 2014) 

• Run the MITT. The MITT launch window opens. 

• Click the ‘select File’ box. This opens a browser window to search for the CVS 

control file. (Macvicar 2014) 

• Click on the ‘Organize raw data into Data and Config array’ and ‘Clean raw time 

series’ options. Doing this will open other options. 

• In the ‘Organization block options’ tick the ‘Custom algorithm to define sampling 

locations’, then select the ‘CalcXYZUWFlume’ from where MITT files located. This 

option is provided for instruments which can collect multi points at the same time. 

Also, you can define the channel geometry by ticking the ‘Define channel geometry’ 

option. 

• In order to clean data collected with Vectrino II, different filtering and despiking 

methods are provided in MITT, which are briefly described below; after describing 

the methods, we provide our recommendations. 

 Despiking Methods: 

• Standard deviation: This method is based on fixing the maximum and 

minimum velocity, then remove velocities larger than specified value. 

Fixed maximum and minimum values can be determined by using the 

following equation (MacVicar 2014):     ்ݑ = ܷ ௨ାିܵߣଵܥ  

where U is the mean velocity, ܵ௨ is the standard deviation, ܥଵ is a user 

specified constant, and ࣅ is the ‘universal threshold’ which is for random 
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white noise is equal to 2√ = ࣅ ln ݊ where n is the number of independent 

samples. 

• One side skewness: This method fixes maximum and minimum velocity 

using the following equation (Macvicar 2014): ):  ்ݑ = ܷ௠௘ௗ௜௔௡ ௨ାି∗ܵߣଶܥ   

where ܷ௠௘ௗ௜௔௡ is the median velocity, ܵ∗௨ is the ‘one-sided’ standard 

deviation calculated from the data on the side of the median that has lower 

variability and ܥଶ is a user specified constant. 

• Phase space: This method is based on plotting the velocity components 

against their derivatives and remove spikes which are the points lie outside 

of an ellipsoid. (Goring and Nikora 2002) It is recommended to tick the 

‘freeze good data’ option when using the phase-space threshold method 

for despiking because it keeps the good data which are those adjacent to 

the spikes. If ‘freeze good data’ option is not activated then data that 

adjacent to the spikes determined as spikes and MITT will remove them. 

• Velocity correlation: This method is based on the idea of phase space 

filtering method but instead of plotting velocity components against their 

derivatives, it plots the three velocity components against each other (Cea 

2007). One of the advantage of this method is that, no replacement is done 

until we want to do the spectra analysis and it is recommended in the 

highly turbulent flows. 

 Filtering Method: 
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• Low pass third order Butterworth: This method is based on removing the 

Doppler or white noises above Nyquist frequency (one half of sampling 

rate). (Macvicar 2014) 

• We recommend to use ‘phase space threshold’ for calculating the average and 

turbulence parameters because this method not only works well for despiking the data 

but also is independent of any coefficients which are used in ‘standard deviation’ and 

‘One side skewness’ methods. For doing spectra analysis, which we will explain in 

details further, we recommend to use ‘phase space threshold’ method for despiking 

and ‘Low pass third order Butterworth’ method for filtering. 

• For calculating the average and turbulence parameters, it is recommended to remove 

spikes and not replacing them with anything (interpolation values, mean values,…) 

while for the spectra analysis it is necessary to replace spikes. MITT provides only 

one replacing option which is linear interpolation. Since MITT is an open source, you 

can change the replacing method as you wanted. For average parameter calculations, 

we changed the MITT code in order to not replacing spikes while for spectral analysis 

we use the original code for phase-space method which replace spikes with a linear 

interpolation.  

• After the appropriate despiking and filtering methods is chosen (It is recommended to 

activate phase-space despiking method with freezing option and not activate filtering 

option), click ‘Run Analysis’ button.  

MITT will give you a file (.mat format) which contains the raw data and clean data. You 

can use this file for further analysis.  
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AII.9. Procedure for orienting and shifting the Sontek ADV and Nortek Vectrino Profiler 

data 

• Determine the flow field coordinate system (u = stream-wise, v = vertical, w = span-

wise) 

• Change the ADV and Vectrino Profiler coordinate systems ( ௫ܸ, ௬ܸ, ௭ܸ) into the flow 

field coordinate system (u, v, w). For down-looking data: u = − ௫ܸ , v = ௭ܸ , w = − ௬ܸ 

and for side-looking: u = − ௫ܸ, v = ௬ܸ , w = − ௭ܸ . 

• Shift the down-looking data until TKE and ௠ܸ௔௚ are equal to zero at y = 0 cm.  

AII.10. Procedure for plotting time-average turbulence parameters  

• Import time series data output Win ADV gives you into an excel spreadsheet. For the 

Nortek Vectrino Profiler, develop a MATLAB code for analyzing the clean data 

acquired by MITT and calculating the time-average turbulence parameters. 

• For the Nortek Vectrino Profiler, copy and paste the time-average parameters 

calculated by the developed MATLAB code for each profile into the Excel 

spreadsheet. 

• Change the ADV coordinate system to your coordinate system as described in step 2 

of section AII.9. For the Vectrino Profiler II, it is easier to implement these changes 

in the developed MATLAB code. 

• Apply the correction factor to the side-looking data, if it is necessary, to make the 

side-looking data consistent with down-looking data. 

• Calculate turbulent kinetic energy (TKE) for each point for the data collected by the 

ADV. (TKE = 0.5*(	(RMS( ௫ܸᇲ))ଶ + 	(RMS൫ ௬ܸᇲ൯)ଶ + (RMS( ௭ܸᇲ))ଶ))  
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• Calculate Reynolds stresses ( ݒ′ݑ′തതതതത	, ,	തതതതതത′ݓ′ݑ  ’) from the ‘time series of filtered data	തതതതതത′ݓ′ݒ

excel file Win ADV gives you.  

• Calculate turbulence anisotropy (ݒ′ଶതതതത  .for each point	ᇱଶതതതതത)ݓ	−

• Plot ഥܷ for the whole profile collected with different styles (down-looking, tilt-

looking, side-looking) in one graph. 

• Plot തܸ  for the whole profile collected with different styles (down-looking, tilt-

looking, side-looking) in one graph. 

• Plot ഥܹ  for the whole profile collected with different styles (down-looking, tilt-

looking, side-looking) in one graph. 

• Plot ௠ܸ௔௚ for the whole profile collected with different styles (down-looking, tilt-

looking, side-looking) in one graph. 

• Plot TKE for the whole profile collected with different styles (down-looking, tilt-

looking, side-looking) in one graph. 

• Plot RMS(V୶ᇲ)   for the whole profile collected with different styles (down-looking, 

tilt-looking, side-looking) in one graph. 

• Plot RMS൫V୷ᇱ൯ for the whole profile collected with different styles (down-looking, 

tilt-looking, side-looking) in one graph. 

• Plot RMS(V୸ᇱ) for the whole profile collected with different styles (down-looking, 

tilt-looking, side-looking) in one graph. 

• Plot ݒ′ݑ′തതതതത  for the whole profile collected with different styles (down-looking, tilt-

looking, side-looking) in one graph. 

• Plot ݓ′ݑ′തതതതതത  for the whole profile collected with different styles (down-looking, tilt-

looking, side-looking) in one graph. 
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• Plot ݓ′ݒ′തതതതതത  for the whole profile collected with different styles (down-looking, tilt-

looking, side-looking) in one graph. 

• Plot turbulent anistotropy for the whole profile collected with different styles (down-

looking, tilt-looking, side-looking) in one graph. 

AII.11. Procedure for spectral analysis 

• As noted before, caution is required when using WinADV to analyze the data because 

WinADV would not replace spikes detected from phase-space method. This non-

replacing method provided in WinADV causes problems when spectral analysis is 

required because they change the property of the signals. In order to avoid this 

problem, the spikes detected from phase-space method should be replaced. The way 

we suggest is to import the time series of filtered data (default0001.Vf) into the 

MATLAB and write a code to replace the blank cells (or spikes) in the file with the 

previous cell. For the Nortek Vectrino Profiler II, replace the spikes by the option 

provided in the MITT. 

• We developed a MATLAB code based on pwelch function to do spectral analysis. 

Pwelch is a function in MATLAB that estimates the power spectral density (PSD) of 

a given signal using the Welch’s method. Welch method is a modified version of 

periodogram method developed by P.D.Welch. Base on this method, the signal is 

segmented into different groups with the same length. It is possible for sections to 

have overlaps. Then a weighted factor (window) is multiplied to each data point in 

each segments. After this the Fourier transforms of each segments is calculated and K 

modified (if we have k segments) periodograms is obtained. The spectral estimate is 
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the average of these periodograms. Window function is basically act on raw data to 

reduce the FFT leakage. Leakage is the information gained from spectral at wrong 

frequencies.  

• The form of Pwelch function we used is the following form: 

[pxx,f] = pwelch(x,window,noverlap,nfft,fs] 

By default, pwelch divides the original signal into eight groups with 50% overlap. 

It uses the Hamming window by default. If an empty vector [] is used for nfft, 

then pwelch adopts the default value which is the greater value between 256 and 

the next power of two greater than the length of each segments. The length of pxx 

and f depends on nfft. If nfft is even then the length of pxx would be equal to 

nfft/2+1. Otherwise, the length of pxx would be equal to (nfft+1)/2. The length of 

‘f’ is equal to the length of pxx. The units of ‘f’ is Hz and the unit of power 

spectral density (PSD) is power per Hz. The sampling frequency would be fs and 

if an empty vector [] is used, fs would be equal to 1 Hz by default.  

• We recommend to use following values for pwelch parameters described above: 

• Window: we recommend to use a value in the range 2000-3000 because 

not only this length of window cover the necessary information but also 

make the spectral representation clearer and smoother. We also 

recommend to use the hanning window because it has less leakage to the 

next frequencies compare with other windows like Hamming, rectangular, 

etc. The Hanning window follows the following distribution:  

Hanning window = 0.5 – 0.5*cos(2pn/N) 
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                 Although Hanning window has a small leakage to the next bins but its 

main lobe is twice as wide as the main lobe of rectangular window and it is shown in 

the following figure. 

 

               In our case, we focus on studying the different regions of spectral 

corresponding to different frequencies. Based on this, it is much more important for 

us to have less leakage in other frequencies associated with their adjacent frequencies 

rather than a good representation of a specific frequency.  

• noverlap: We recommend to not using any overlaps since it would smooth our 

signals more than what is needed. 

• nfft: We recommend to use the default value for this parameter which is as 

stated above the greater value between 256 and the next power of two greater 

than the length of each segments. 

• fs: This parameter should be your sampling frequency which in our case is 50 

Hz. 

• In our results, spectral plots is represented in two different formats: (1) power 

spectral density, (2) variance preserving form. What is described above is 

related to the former format of spectral plots. In order to get the latter format, 
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pxx should multiply by frequency ‘f’ and then plot the new series against the 

frequency series in semi-log scale. 

• After calculating the spectral of the signal and before plotting the spectral in 

any of two forms described above, it is required to smooth the spectral. In 

order to smooth spectral, it is recommended to use fastsmoothing function in 

MATLAB. This function apply low pass filtering to the spectral results. The 

form of this function which is used by authors is shown below: 

yy = fastsmooth(y,w,type) 

where y is the spectral results acquired from pwelch function, w is the smooth 

width and ‘type’ determines the smoothing type. Three smoothing types is 

provided in fastsmoothing function. Type 1 gives a rectangular moving 

average. For example for 3-point smoothing, it gives the following value for 

the point j: 

 

௝ܵ = 	 ௝ܻିଵ +	 ௝ܻ + 	 ௝ܻାଵ3  

Type 2 gives a triangular smoothing. It is like rectangular smoothing which 

apply two times into the signal. In other words, if we apply type 1 smoothing 

into the signals and then again apply type 1 smoothing into the smooth signal, 

the results would be equal to type 2 smoothing or triangular smoothing. For 

example for 3-point smoothing, it gives the following values for point j:  

௝ܵ = 	 ௝ܻିଶ + 2 ௝ܻିଵ +	3 ௝ܻ +	2 ௝ܻାଵ +	 ௝ܻାଶ9  
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Type 3 gives a pseudo-Gaussian which is equivalent to the rectangular 

smoothing that apply three times into the signal. For example for 3-point 

smoothing, it gives the following values for point j: 

௝ܵ = 	 ௝ܻିଷ + 	3 ௝ܻିଶ +	6 ௝ܻିଵ +	7 ௝ܻ + 	6 ௝ܻାଵ +	3 ௝ܻାଶ +	 ௝ܻାଷ27  

We use type 3 in fastsmoothing function to smooth the spectral results.  

• It is recommended to scale spectra plots with wave number to better visualize 

different regions and corresponding peaks. In order to transfer frequencies to wave-

numbers, ‘Taylor Frozen hypothesis’ is used. 

• Bursting period is calculated to determine its location in spectral plots. In order to 

calculate the bursting period, two different methods is used; 

• (1) Using a simple equation which is shown below: 

஻ܶ = (6	݋ݐ	3)  ܪܸ

Where ஻ܶ is bursting period, H is the flow depth, and V is the mean velocity. 

• (2) A burst occurs when the following condition is satisfied: (0.5	݋ݐ	2)ݑ <  (ݑ)ܵܯܴ
Where u is the instantaneous velocity. 

In order to use this method, a MATLAB code is developed to count the 

bursting period. The result of this method is close to the result of first method.  
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Appendix III 

Figure AIII.1. Results of parameter fitting to estimate the friction velocity for the small 
flume.  (a) shows the linear region identified for fitting the friction velocity via the 
logarithmic law.  (b) shows an example of log law fitting.  (c) shows fitting of the friction 
velocity using the primary Reynolds stress. 
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Figure AIII2: 12 Parameters for the small flume 
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Figure AIII.3. Results of parameter fitting to estimate the friction velocity for the big 
flume.  (a) shows the linear region identified for fitting the friction velocity via the 
logarithmic law.  (b) shows an example of log law fitting.  (c) shows fitting of the friction 
velocity using the primary Reynolds stress. 
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